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Preamble

How to introduce my present work? What physics means today? Ask child at elementary
school. The answer you usually obtain is: A boring subject. His/her parents answer that
they also didn’t understand it well and notice something uncertain about Einstein. Then,
when you precise that your subject is not the general relativity but optics, they ask you
what camera is the best to buy.

But today physics is something on the half way between these two points of view.
Now, it is not a philosophy and the period when great men like sir Isaac Newton, Michael
Faraday, Albert Einstein, Paul Heisenberg, Wolfgang Pauli, etc... founded their theories
to try to better understand basics principles of the world, is an old history. On the
other hand, physics is neither the techniques or technology. physics laboratories are not a
companies creating or improving some useful stuff like the camera.

The general definition for the old dame Physics, coming from Aristoteles’s times, is “a
science describing nature and discovering it’s principles”. But even the honorable old dame
Physics needs to adapt to the society where she lives. The fact is that she now belongs
to society where the fundamental interaction is business and particles responsible for this
interaction is money. Simply, our honorable old Dame needs money. And, fortunately, she
has founded how to reach them and hold her face. To get the money means to produce
something useful, so finally she produces some knowledge useful for improving and creating
technical stuff which makes life easier. You know, people are disposed to pay a lot for an
easier life.

So, if you see Physics like an honorable old Dame coming from Aristoteles’s time, this
work contributed a little bit to her richness. I walked along one way laying between two
old domains – optics and magnetism. This narrow path is called magnetooptics and in
last twenty years a lot of physicists followed it. We can consider that almost everything
along this path was discovered. But if you walk slowly and attentively you find out a great
richness even along paths followed by hundreds of people.

On the other hand, if you see Physics like a flexible Dame accepting and following ideas
of the society where she lives she must be able to bring the small florets to the overfeed
market. I’m happy that it’s possible to introduce my florets like useful “goods” without
white lying advertisement.

However, many people prefer numbers to flowers. How to express my contribution to
the old dame Physic for them? Maybe a good feeling can be that my work has added
about 3 new millimeters of physical papers to kilometers of physical journals stored on
shelves.
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Chapter 1

Introduction

“POUR FAIRE
LE PORTRAIT D’UN OISEAU
Peindre d’abord une cage
avec une porte ouverte . . . ”

Magnetism is an old subject in physics and the basic magnetic properties of bulk ma-
terials are now quite well understood. Nevertheless, since the 80’s, there was a growing
interest for metallic thin film magnetism. This was directly related to the new offered
possibilities to prepare high quality ultrathin films, multilayers and even superlattices and
to characterize them at a nanometer scale (e.g. by scanning microscopes like STM, AFM).
Thin film engineering is a new area developing fast since decades. By that way, it became
possible to design multilayer structures with targeted magnetic properties. This improve-
ment allowed to discover new phenomena, such as the giant magnetoresistance, a property
that was exploited rapidly to manufacture recording heads. New hybrid structures in-
cluding non-magnetic or magnetic oxide layers are now extensively studied to improve
the tunnel magnetoresistance or to strengthen the exchange biased anisotropy. The ten-
dency is now to reduce and control the lateral dimensions of thin magnetic elements down
to the nanometer range. This has generated the new nano-magnetism area. The nano-
structuration of magnetic thin film structures is obviously of great interest to realize, for
example, high density recording media and a new generation of Magnetic Random Access
Memories (MRAMs).

All these new applications require well controlled ultrathin metallic thin film structures.
The static magnetic properties (e.g. hysteresis loop) of the full film structure are generally
determined by sensitive magnetometry measurements. However, it is often difficult to
separate the magnetic contributions of all the involved ultrathin magnetic layers, while
a clear interpretation of the magnetization reversal process requires such an information.
The techniques able to partly answer to this challenge, which is crucial for applications, are
generally time consuming (Mössbauer) or need large scale instruments (polarized neutrons,
XMCD). On the other hand, it is well known that optical interferometry (for example,
the Michelson) is a perfect tool to check small distance variations down to 0.1 nm. As a
consequence, polarized light interferometry must give information on the in-depth profile
of the magnetization in a multilayer structure, which is one of the goals of this work.

In Chapter 2, I will recall the change of the light polarization state by magnetism,
introduce and define the Magneto-Optical Kerr Effect (MOKE) and describe MOKE set-
ups. The next Chapter 3 is dedicated to the calculation of MOKE; here I present a rigorous
mathematical background required in the rest of this work.

Most of the magnetic properties in ultrathin film structures are driven by interface
characteristics. It is an extremely hard task to check the magnetic properties of each

1



2 CHAPTER 1. INTRODUCTION

interface. This is due to the small amount of material forming the interfaces and to the
difficulty of testing buried interfaces. In Chapter 4, I will propose a new technique allowing
MOKE to give some insight about the magneto-optical properties of buried interfaces. This
technique is then successfully used to determine magneto-optical properties of the Co/Au
interfaces.

In Chapter 5, I will show how MOKE can be used to separate the magnetic contri-
butions of the different magnetic ultrathin layers, even for non-magnetic spacer layers as
thin as 1 nm. This depth sensitivity is obviously related to the variation of the optical
path, but it is still true if layers are built with the same material. In other words, chem-
ical selectivity is not needed here as for XMCD. In Chapter 5, I have also developed a
simple theory for determining the most pertinent parameters responsible of the in-depth
sensitivity of MOKE. This theory was tested satisfactorily in Co/Au, TbFe/Si3N4 model
structures and in GaMnAs double tunnel junctions.

Another interesting application of MOKE is the investigation of the magnetism of
ultrathin ferromagnetic films (thickness<1 nm) deposited on vicinal surfaces, as treated
in Chapter 6. We discovered a new magneto-optical effect, called VISMOKE, which I
describe theoretically by the lowering of the symmetry at the vicinal surface.

It has been shown recently [for overview see e.g. [1, 2]] that non-magnetic and magnetic
properties of surfaces may be elegantly probed by a new emergent technique, the Magneto-
Optics on the Second Harmonic Generation (MOSHG) of light. More interesting is that
this technique can be also used to check the magnetism of buried interfaces in multilayer
structures. Up to now, only one paper was reporting qualitatively on that task [3], because
there is only an available theoretical treatment for free surfaces [4].

In Chapters 7 and 8, I will propose a new theoretical treatment of SHG and MOSHG
in multilayer structures based on electric point dipoles located on the interfaces. In spite
of the ignorance of most of the non-linear susceptibility tensor elements, it is possible to
state some general rules about the SHG and MOSHG interface selectivity. I applied this
theory to interpret important features in MOSHG hysteresis loops exhibited by interesting
film structures like NiFe/NiO/Co spin-valve (showing a 90◦ coupling between FeNi and
Co in-plane spins), and DyFeCo a magneto-optical perpendicular recording media, capped
with FeSi showing in-plane anisotropy. I demonstrated the complementarity of the results
obtained by MOKE and MOSHG in different optical geometries.

These new techniques will be important in future for performing layer-selective magneto-
optical domain microscopy and high frequency dynamics in multilayer structures, designed
for applications to spin-electronics. It is exciting to say that there is still place for new out-
standing developments in magneto-optics for investigating thin film structures and even
nano-magnetic structures in far and near-field configurations.



Chapter 2

Magneto-optical effects

“. . . peindre ensuite
quelque chose de joli
quelque chose de simple
quelque chose de beau
quelque chose d’utile
pour l’oiseau . . . ”

This work is devoted to the study of Ferromagnetic (FM) metallic multilayer structures
by means of Magneto-Optics (MO). The aim of this Chapter is to introduce and define
Magneto-Optical Kerr Effect (MOKE) and to describe the used MOKE set-ups.

Historically, the first manifestation of a magneto-optical effect was demonstrated by
Michael Faraday in 1846 [5]. He found that the linear polarization of the light was rotated
after passing through a glass rod submitted to a magnetic field. This rotation, known as
Faraday rotation, is proportional to the applied magnetic field H. The first observation of
the modification of the light polarization state by a magnetized metallic iron mirror was
done by John Kerr in 1877 [6]. He found that this MO effect in reflection was proportional
to the sample magnetization M . Today, MOKE is widely used as a tool to investigate the
field or temperature magnetization state in FM and ferrimagnetic samples, as it combines
several advantages with respect to other techniques [7]:

• MOKE is a very sensitive technique that can compete with the best SQUID magne-
tometry, especially to study the magnetism of ultrathin films [8]. It can detect the
magnetization of a fraction of Atomic Layer (AL) of the FM material.

• MOKE can be a very fast method and the short duration of the light/matter interac-
tion allows time resolved measurements of the magnetization. Using a femtosecond
pulsed laser, time resolution down to 100 fs has been achieved [9].

• MOKE provides a rather good lateral resolution, down to 0.2µm. Thus, it allows
to observe magnetic domains [10, 11] or to study the spatial distribution of the
magnetization in wedge samples or nanostructures like FM wires [12, 13], patterned
magnetic arrays [14], self-organized magnetic structures [15], etc.

• MOKE is depth sensitive and thus, in principle, it can provide independent informa-
tions on the magnetic state of several FM layers in a multilayer structure. I will focus
here on this property since it is one of the main goals of my work (see Chapter 5).
This selectivity comes from the variation of the MOKE phase originating from FM
layers located at different depths inside the multilayer structure. Thus, it will be
demonstrated that MOKE can distinguish:

(i) FM layers made of the same FM material, separated by a spacer of thickness
down to a few nanometers (“phase contrast”).

3



4 CHAPTER 2. MAGNETO-OPTICAL EFFECTS

(ii) FM layers made of different materials. Then obviously each FM layer pro-
vides a MO signal with a different phase, and thus their contributions can be
separated as well, even for zero spacer thickness (“chemical contrast”).

MOKE probes samples over a depth which is the penetration depth of light. In the
case of metallic multilayer structures (most of the samples treated in this work),
the penetration depth is about 20 nm. Thus, compared to integral techniques (e.g.
SQUID or sample vibrating magnetometer), MOKE could be considered as a surface
sensitive technique, which has been claimed by several authors who even called it
Surface MOKE (SMOKE) [16]. On the other hand, compared to magnetometry or
magnetic microscopy techniques using electrons, which are only sensitive to a few
atomic layers localized at the film surface (e.g. spin polarized LEED, STM or pho-
toemission), MOKE has to be considered as a magnetic in-depth sensitive technique
allowing to study buried FM layers.

• Finally, MOKE measurements are relatively easy and cheap to do. Furthermore, it is
possible to investigate samples located at a “long distance” from the light source and
the detector. This explains why MOKE is so popular to study thin film magnetism
inside vacuum chambers or under extreme conditions (field, temperature, etc.).

2.1 Light polarization states

In this Section, I present the basic properties of an electromagnetic (EM) wave, its complex
representation and the description of the polarization state of the light.

2.1.1 Time and spatial evolution of an EM wave

Electromagnetic waves are characterized by an electric field E and a magnetic field H,
related by Maxwell equations. It can be shown that the knowledge of the electric part
alone provides a full description of the EM wave [refs. [17] or see Eq. (3.11)].

The EM plane wave at a frequency ω propagates in a direction imposed by the light
wavevector k(ω). The time (t) and space (r) propagation of the general EM wave, E(ω) =

[E
(ω)
x , E

(ω)
y , E

(ω)
z ], is described by the following equations

E
(ω)
x (r, t) = E

(ω)
x,max cos(ωt− k(ω) · r − δ(ω)

x )

E
(ω)
y (r, t) = E

(ω)
y,max cos(ωt− k(ω) · r − δ(ω)

y )

E
(ω)
z (r, t) = E

(ω)
z,max cos(ωt− k(ω) · r − δ(ω)

z ),

(2.1)

where E
(ω)
x,max, E

(ω)
y,max, E

(ω)
z,max are the maximum values of the electric field components in

the x, y, z directions, having phase retardations δ
(ω)
x , δ

(ω)
y , δ

(ω)
z . Thus, such a description

of the EM wave requires the knowledge of these 6 parameters.
To provide a simple description, the complex representation and the polarization state

of the EM wave, are introduced in the following.

2.1.2 Complex representation of the electromagnetic wave

As the EM wave in each x, y, z direction is described by both its maximal value Ej,max

and its absolute phase δj , j = {x, y, z}, one prefers to use the complex representation of
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ωt

<(E
(ω)
j0 )

=(
E

(ω
)

j
0

)

<

=

|E
(ω

)

j0
|

δ
(ω)
j

E
(ω)
j0 = |E(ω)

j0 | exp[iδ
(ω)
j ]

δ
(ω)
j

|E(ω)
j0 |

ωt

E
(ω)
j (r, t) = <

(
E

(ω)
j0 exp[−iωt]

)
= |E(ω)

j0 | cos(ωt− δ(ω)
j )

Figure 2.1: Relation between the complex representation of the j-th component of the electric field
E

(ω)
j0 = |E(ω)

j0 | exp[iδ
(ω)
j ] and the time dependence of the measurable value of the electric field. As the time

t increase, the electric field vector in the complex plane rotates clockwise, its phase being (δ
(ω)
j −ωt). The

projection of the vector onto the real axis corresponds to the actual, real (i.e. measurable) value of the

electric field <(E
(ω)
j0 exp[−iωt]). Note that a clockwise rotation of the electric field is only a matter of

convention, corresponding here to the used “time convention exp[−iωt]”.

the electric field. In this representation, both E
(ω)
j,max and δ

(ω)
j , are expressed by only one

complex variable E
(ω)
j0 :

E
(ω)
j0 = E

(ω)
j,max exp[iδ

(ω)
j ], j = {x, y, z}, (2.2)

where obviously E
(ω)
j,max = |E(ω)

j0 | and δ
(ω)
j = arg(E

(ω)
j0 ). Thus, the time and the spatial

dependence of the EM wave, equivalent to Eq. (2.1), can be expressed as (Figure 2.1)

E
(ω)
j (r, t) = <

(
E

(ω)
j0 exp[−iωt+ ik(ω) · r]

)
, j = {x, y, z}, (2.3)

where < denotes the real part of the following expression and E
(ω)
j (r, t) is the real, i.e. mea-

surable component of the electric field, E
(ω)
j0 being expressed in the complex representation.

In the real word, the electric field is never complex. Since this complex representation of
the electric field is very powerful, all alternating variables at light frequency ω, e.g. the
electric field E(ω), electric induction D(ω), magnetic induction H(ω) and magnetic field
B(ω) will be always expressed in the complex representation.

Note that the sign of the exponent in Eqs. (2.2) and (2.3) derives only from the
convention used in this work. In articles and books, such convention is usually called
“time convention exp[−iωt]”.

2.1.3 Introduction of the light polarization

The solution of Maxwell equations imposes that the EM wave is transverse in case of an
isotropic medium. This means that E(ω) and H(ω) are perpendicular to each other and
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to the direction of light propagation k(ω), i.e. E(ω) · k(ω) = 0, H(ω) · k(ω) = 0 [17]. Hence,
the electric field E(ω) at a given position and time can be expressed in a 2D basis,

E(ω) = E(ω)
s ê(ω)

s + E(ω)
p ê(ω)

p (2.4)

where ê
(ω)
s , ê

(ω)
p are the modal vector polarizations, both perpendicular to k(ω) and having

unitary lengths. Furthermore, both vector modal polarizations are perpendicular to each

other, i.e. ê
(ω)
s ·ê(ω)

p = 0. From a mathematical point of view, the vector modal polarizations
form a basis of a 2D space, in which any electric field vector E(ω), propagating in the

k(ω) direction, can be expressed. E (ω)
s , E(ω)

p are the modal amplitudes, weighting the

contributions of the vector modal polarizations ê
(ω)
s , ê

(ω)
p . As follows from Eq. (2.4), their

values can be determined from the relations E (ω)
s = E(ω) · ê(ω)

s and E(ω)
p = E(ω) · ê(ω)

p , with

E(ω)
s/p = |E(ω)

s/p | exp[iδs/p].

For a given pair ê
(ω)
s , ê

(ω)
p , and for given ω and k(ω), it is possible to describe completely

the EM wave by only a pair of modal amplitudes E (ω)
s , E(ω)

p , which are generally complex
[in spite of 6 parameters needed to describe the EM wave by Eq. (2.1)].

Typical vector modal polarizations can be either linearly or circularly polarized [18]. In

this work, for isotropic media, we will use only the linearly polarized basis ê
(ω)
s , ê

(ω)
p where

the s and p directions are respectively perpendicular and parallel to the plane of incidence
of the light (Appendix A). Figure 2.2 shows how an EM wave can be decomposed into s

and p linearly polarized waves.

2.1.4 Elliptic polarization state

One of the characteristics of the light is its polarization state. The space and time depen-
dence of the s and p modal amplitudes write [Eqs. (2.3)(2.4)]

E(ω)
s (r, t) = <

(
E(ω)
s0 exp[−iωt+ ik(ω) · r]

)

E(ω)
p (r, t) = <

(
E(ω)
p0 exp[−iωt+ ik(ω) · r]

)
.

(2.5)

Let us look to the time dependence of the extremity of E(ω) [Eq. (2.4)] at a given position
r. In general, its extremity describes an elliptic trajectory, called the polarization ellipse,
which fully describes the polarization state of the light (Figure 2.2).

To describe1 a general elliptic polarization, we need to know the values of two of
following four quantities (see Fig. 2.2):

• the azimuth θa: is the rotation angle between the principal axis of the polarization
ellipse and the s direction. By convention, a positive azimuth is characterized by an
anti-clockwise rotation of the polarization ellipse when looking onto the incoming
light beam.

• the ellipticity εa: is related to the ratio between the minor, b, and principal, a,
axes of the polarization ellipse, by tan εa = b/a. A positive ellipticity corresponds to
a clock-wise rotation of the extremity of E(ω) when looking onto the incoming light
beam. In this case, we have a so-called right-handed polarized wave.

1We do not take into account the absolute light phase and light intensity.
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Figure 2.2: Time evolution of the electric field vector E(ω) at a given spatial position, decomposed along
the s (right) and p (left) directions. When looking along the incoming light beam, the extremity of E(ω)

describes a polarization ellipse (center). The presented polarization ellipse has a positive azimuth θa and
a negative ellipticity εa.

• the ratio between p and s modal amplitudes: tan Ωa = |E(ω)
p |/|E(ω)

s | =

|E(ω)
p0 |/|E

(ω)
s0 |. It expresses the ratio of the maximal values of the electric field in

the p and s directions.

• the phase shift between p and s modal amplitudes: ξa = arg(E (ω)
p )−arg(E (ω)

s ) =

arg(E (ω)
p0 )− arg(E (ω)

s0 ) = δp − δs.

As already told, the variables εa, θa, Ωa, ξa are not independent to each other. For
example, they are related by the following three independent relations [18]

tan 2θa = tan 2Ωa cos ξa (2.6)

sin 2εa = sin 2Ωa sin ξa (2.7)

tan Ωa exp[iξa] =
E(ω)
p

E(ω)
s

=
E(ω)
p0

E(ω)
s0

=
tan θa − i tan εa

1 + i tan θa tan εa
. (2.8)
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2.1.5 Jones formalism

When a polarized light passes through optical elements, its polarization state is, in general,
modified. This can be described in the framework of the Jones formalism [18, 19]. In the
following, we restrict ourselves to the Jones formalism within a proper base of linearly
polarized s and p waves. The Jones vector J is defined by the pair of modal amplitudes

E(ω)
s , E(ω)

p for s or p polarized light as

J =

[
E(ω)
s

E(ω)
p

]
. (2.9)

Assuming, that the polarization response of optical elements such as the sample, mirror,

polarizer, etc, is linear in E (ω)
s , E(ω)

p , it can be expressed by a matrix product. For example,
the change of the polarization state, caused by reflection on a sample, is described by the
reflection matrix R

J− = R · J+
[
E(ω)
s,−
E(ω)
p,−

]
=

[
rss rsp
rps rpp

] [E(ω)
s,+

E(ω)
p,+

]
(2.10)

where J+ and J− are Jones vectors of the incident (+) and reflected (-) beams, re-
spectively. The sign + or − is related to the light beam propagation in or against the
z-direction. The Jones matrices reported in Appendix B for some other optical elements.

2.2 Definition of Magneto-Optical Kerr Effect (MOKE)

Let us consider a magnetized sample submitted to a linearly polarized s-wave. After reflec-
tion, the outcoming wave becomes partly p-polarized, so that the reflected beam becomes
elliptically polarized (Figure 2.3). MOKE is related to the change of the polarization
state after reflection on the sample. Depending whether the incident light beam is s or
p-polarized, we will distinguish s or p-MOKE.

There are two equivalent definitions of MOKE. The first is based on the polarization
state of the reflected light beam. The second relates MOKE to the ratio between reflection
coefficients.

(i) In the first definition, the Kerr rotation θ stands for the clock-wise rotation of the
main axis of the polarization ellipse (when looking at the incoming light beam)
with respect to the incident s or p polarization. This definition corresponds to the
ancient definition of Voigt postulating that a positive rotation corresponds to the
direction of an electric current in a coil producing magnetic field in the z-direction,
i.e. when the magnetic field is oriented along the sample normal, with direction of
the normal incident beam. Comparing this definition to that of the azimuth angle
θa (Section 2.1.4), we found following relationships

θs = −θa θp = −θa + 90◦. (2.11)

The s (p)-Kerr ellipticity εs, (εp) is defined as the ellipticity of the reflected light
state, i.e.

εs = εa εp = εa. (2.12)
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Figure 2.3: s-MOKE Φs = θs + iεs = Ωs exp[iξs] provided after reflection on the sample. The s-Kerr
rotation θs and s-Kerr ellipticity εs describe the azimuth and ellipticity of the polarization ellipse. The
s-Kerr phase ξs denotes the phase shift between p and s-components of the reflected wave. On this Figure,
θs > 0, εs > 0.

This MOKE definition is independent on any sign convention, which is the main
advantage. However, for practical use this definition is often unadapted.

(ii) Thus, MOKE is preferably defined as the ratio between reflection coefficients. From
the comparison of Eqs. (2.11)(2.12) with Eq. (2.8), and taking into account that θ �
1 and ε� 1, the complex Kerr effect writes (for sign conventions, see Appendix A):

Φs = −
E(ω)
p,−

E(ω)
s,−

= −rps
rss

= θs + iεs = Ωse
iξs

Φp =
E(ω)
s,−

E(ω)
p,−

=
rsp
rpp

= θp + iεp = Ωpe
iξp ,

(2.13)

where Φs, (Φp) are s, (p) complex MOKE, later called s, (p)-MOKE, respectively.
The coefficients rss, rpp are the diagonal, whereas rsp, rps are the off-diagonal ele-

ments of the reflection matrix R [defined by Eq. (2.10)]. E(ω)
s,−, E(ω)

p,− are the modal
amplitudes of light reflected by the sample. Because modal amplitudes and reflec-
tion coefficients are, in general, complex numbers, MOKE is obviously expressed by
a complex number as well. The real part of MOKE is the Kerr rotation θ, while
the imaginary part is the Kerr ellipticity ε [Eq. (2.8)]. We introduce MOKE in its
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Ω

θ

ε Φ

ξ

(a)

ε

(3)

(2)

θ

s
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Φ

Φ(2)
(to

t)
(3)

Φ

ψ

(b) P

Φ(1)

Figure 2.4: Representation of MOKE in the θε-plane. (a) The Kerr vector Φ is described either by Kerr
rotation θ and Kerr ellipticity ε, or by the Kerr amplitude Ω and Kerr phase ξ. (b) The total Kerr effect
Φ(tot) is given by the sum over different Kerr contributions Φ(i). The measured Kerr signal s(i) for each
FM layer is deduced from the projection of the Kerr vector Φ(i) on the projection axis P , the orientation
of which is determined by the projection angle ψ.

polar form Φ = Ω exp[iξ], where Ω is the Kerr amplitude and ξ the Kerr phase
[Figure 2.4(a)]. I chose this representation to simplify the formalism in our further
study of the MOKE in-depth resolution (Chapter 5). The physical meaning of Ω

and ξ are the following: For p-MOKE, the Kerr amplitude Ωp = |E(ω)
s,−|/|E

(ω)
p,−| is the

ratio between the modal amplitudes of the s and p parts of the reflected light. The
Kerr phase is equal to the phase shift between these two waves, i.e.

ξp = arg(E (ω)
s,−)− arg(E (ω)

p,−) = δs − δp = ξa (for p−MOKE)

ξs = arg(E (ω)
p,−)− arg(E (ω)

s,−) = δp − δs = −ξa (for s−MOKE).
(2.14)

2.2.1 Basic geometries of MOKE:

The sample normal direction and the plane of incidence (yz) naturally define the pertinent
directions in the light-sample referential system. These directions coincide with the axes
x̂, ŷ, ẑ of the Cartesian referential (Appendix A) and serve also as reference directions for
the magnetization (see also Fig. 2.3). The coefficients of the reflection matrix R (and thus
of MOKE) depend differently on each reduced sample magnetization components mj =
Mj/M , where j = {x, y, z} and Mj , M are the j-th component and the total sample
magnetization, respectively. The dependence of MOKE on the sample magnetization is
treated in detail in Section 3.3; here we will just give a qualitative picture considering
symmetry arguments.

Historically, the generic MOKE arrangements were called polar (M ‖ ẑ), longitudinal
(M ‖ ŷ), and transverse (M ‖ x̂) configurations. These situations correspond to the mag-
netization purely oriented along the normal of the sample (polar), in the plane of incidence
(longitudinal) and perpendicular to it (transverse). The reflection matrix corresponding
to these MOKE configurations and its parity with the incidence angle ϕ are reported in
Table 2.1.

On Table 2.1, the positive direction of polar and transverse magnetizations is opposite
to that of the z and x axis, respectively. This is a consequence of the historical convention
[20, 21] supposing that the correct sign for the polar and transverse MOKEs is given for
normalized sample magnetizations m = [0, 0,−1] and m = [−1, 0, 0], respectively.
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normal incidence
ϕ = 0

oblique incidence
ϕ 6= 0

symmetries of the
reflection coefficients

p
ol

ar
m

=
[0
,0
,−

1]

z

y

x
M

[
rss rps
rps −rss

] [
rss rps
rps rpp

] rss, rpp: indep. on mz

even in ϕ

rsp = rps: odd in mz

even in ϕ

lo
n

gi
tu

d
in

al
m

=
[0
,1
,0

]

z

y

x
M [

rss 0
0 −rss

] [
rss −rps
rps rpp

] rss, rpp: indep. on my

even in ϕ

rsp = −rps: odd in my

odd in ϕ

tr
an

sv
er

se
m

=
[−

1,
0,

0]

z

y

x

M

[
rss 0
0 −rss

] [
rss 0

0 r
(0)
pp + r

(mag)
pp

] rss, r
(0)
pp : indep. on mx

even in ϕ

r
(mag)
pp : odd in mx

odd in ϕ

Table 2.1: Reflection matrices R for different configurations of the sample magnetization M with respect
to the light referential (x̂, ŷ, ẑ). The last column shows the symmetry of MO observables with sample

magnetization and incidence angle ϕ. The coefficient r
(0)
pp and r

(mag)
pp express the part of the rpp reflection

coefficient, which is constant and linear with mx magnetization component, respectively.

From Table 2.1, it follows that polar mz and longitudinal my magnetization compo-
nents induce the off-diagonal reflection coefficients rsp and rps. Thus, MOKE Φ, defined
by Eq. (2.13), depends only on polar and longitudinal magnetization components. MOKE
signals induced by these magnetization components are called Polar (PMOKE) and Longi-
tudinal (LMOKE) MOKE, respectively. Both PMOKE and LMOKE configurations have
in common that the magnetization lies in the plane of incidence. This is not the case
anymore in the transverse configuration. In this case, the transverse magnetization mx in-
duces only a variation of the diagonal reflection coefficient rpp at non-zero incidence angle
ϕ 6= 0 (Table 2.1). Thus, no Kerr rotation and ellipticity are expected in this configura-
tion. However, analogously to the MOKE definition [Eq. (2.13)], the Transverse MOKE
(TMOKE) Φ̃tra is defined as

Φ̃tra =
r

(mag)
pp

r
(0)
pp

. (2.15)

Since TMOKE is a different physical quantity than PMOKE and LMOKE, one only has
to measure a variation of intensity. TMOKE can be measured by a simple arrangement:
laser – polarizer (p) – sample – analyzer(p) – detector. Then the measured light intensity
Ip varies with mx as:

Ip ∼ |r(0)
pp |2 + 2<

(
r(mag)
pp (r(0)

pp )†
)
mx = |r(0)

pp |2
[
1 + 2<(Φ̃tra)mx

]
, (2.16)

where † denotes the complex conjugate. We have neglected the quadratic contribution in

mx, since |r(0)
pp | � |r(mag)

pp |. The experimental set-ups measuring PMOKE and LMOKE
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will be presented later in Section 2.4.

2.2.2 Different types of MO effects

In the previous Section, I introduced the generic MOKE effects: Polar (PMOKE), Lon-
gitudinal (LMOKE) and Transverse (TMOKE). In this Section, I give an overview of all
first order MO effects, linear in magnetization. MO effects quadratic in magnetization
[10, 22, 23] will not be considered in this work. Hence, MO effects linear in magnetization
can be classified in different ways:

• One important classification of MO effects refers to the detected light frequency,
compared to that probing the sample (at frequency ω). Thus, the light intensity can
be measured either at the same frequency ω or at harmonic frequencies 2ω, 3ω, etc.
The second harmonic (2ω) MO effects are treated only in Chapters 7 and 8. Before
only MOKE measured at the fundamental frequency ω is considered.

• MO effects can be measured in light reflection (usually called Kerr effects) or in
transmission (called Faraday effects).

• It is sometimes important to distinguish whether the MO effect depends on the
sample magnetization M or on the external magnetic field H. This can give some
insight about the microscopic origin of a given MO effect (see Section 2.3). I shall
consider only the effect proportional to M

• The MO signal can be measured in “far field” (i.e. that the distance between the
sample and the detector is much larger than the light wavelength) or in ’near-field’,
(i.e. in the opposite case). Here only far-field investigations are reported.

• Depending on the direction of the magnetic field, with respect to the sample normal
and the plane of light incidence, one distinguishes three generic MO effects, called
polar (M ‖ ẑ), longitudinal (M ‖ ŷ) and transverse (M ‖ x̂) one, as already
discussed for MOKE (Table 2.1). Faraday effect in transmission is obviously able to
measure polar magnetization, but also longitudinal and transverse components for
a sample tilted in the light beam (i.e. ϕ 6= 0).

• New types of Kerr effects can arise under particular conditions. Cite for example:

– the gradient MOKE [24], which is proportional to the gradient of the magneti-
zation. This effect was evidenced in domain walls.

– the Vicinal Induced Surface MOKE (VISMOKE) originally reported in the
present work (Chapter 6), which is linear in magnetization, but induced by a
coupling at second order between magnetic and structural perturbations.

2.2.3 Graphical representation of MOKE in the θε-plane

Because the MOKE Φ is described by a complex number, it can be visualized as a Kerr
vector in the complex plane, here called θε-plane. Then, the variation with incidence
angle, photon energy, thickness of the overlayer, etc. can be described by a variation of
the Kerr vector in the θε-plane. The representation of MOKE in the θε-plane fulfills the
following general properties [Fig. 2.4(a)(b)]:



2.3. MICROSCOPIC ORIGIN OF THE MO EFFECTS 13

• The projection of the Kerr vector on the real axis gives the Kerr rotation θ, and on
the imaginary axis, the Kerr ellipticity ε. The length of the Kerr vector corresponds
to the Kerr amplitude Ω and its orientation to the Kerr phase ξ [Eq. (2.13)].

• In a multilayer structure containing several FM layers, the individual MOKE, Φ(i),
originating from the i-th FM layer is proportional to components of the related

normalized magnetization m(i) = [m
(i)
x ,m

(i)
y ,m

(i)
z ]. Since MOKE is insensitive to

the transverse component mx at the first perturbation order in magnetization (Sec-
tion 2.2.1), the total measured MOKE Φ(tot) is given by the sum of all individual
polar and longitudinal contributions:

Φ(tot) =
∑

i

Φ
(i)
pol m

(i)
z +

∑

i

Φ
(i)
lon m

(i)
y . (2.17)

where Φ
(i)
pol, Φ

(i)
lon are the saturated values of the PMOKE, LMOKE, respectively,

originating from the i-th layer. The additivity property of MOKE is represented on
Fig. 2.4(b) by the summation of Kerr vectors for all individual FM layers.

• In the most general case, the experimental set-up measures a Kerr signal s, which is
the projection of the complex Kerr effect Φ onto a projection axis making an angle
ψ with the real axis θ [Fig. 2.4(b)]:

s = <
(

Φe−iψ
)
. (2.18)

If the experimental set-up is designed so that the projection axis is parallel to the
real axis (ψ = 0), then the Kerr rotation s = θ = <(Φ) is measured. If the projection
angle is ψ = π/2, one measures Kerr ellipticity s = ε = =(Φ) = <(Φe−iπ/2). The
continuous variation of the projection angle ψ can be realized with a Babinet-Soleil
compensator, as it will be shown in the Section 2.4.2.

2.3 Microscopic origin of the MO effects

Figure 2.5 shows the rather complicated way for evaluating the MO signal from microscopic
informations. The measured MO signal is, within the microscopic world, proportional to
the thermal and spatial average spin value 〈S〉, proportional to the sample magnetization
M in transition metals. In the following, we will go through the diagram presented on
Figure 2.5 and comment on the influence of magnetism at each step.

2.3.1 Modification of the electronic structure by the “magnetic” Hamil-
tonian

Firstly, let us discuss how the magnetization modifies the electronic states of a bulk FM
material. Neglecting the Zeeman term, the most important perturbations lifting the de-
generacy of electronic states are the spin-orbit (SO) coupling and the exchange interaction.

The SO coupling, HSO = ξSOL̂ · Ŝ, is an interaction between the atomic orbital
momentum L̂ and the atomic spin momentum Ŝ, ξSO being the interaction strength.
In the frame of classical mechanics, the electron movement on its orbit is equivalent to
a current loop creating a magnetic field [25]. In this atomic magnetic field, the spins of each
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Figure 2.5: Schematic way relating the measured MO signal to microscopic parameters.

electron tending to align along the magnetization direction are energetically favored, as
long as the Hund’s rules are not violated. Intrinsically, the SO Hamiltonian, HSO, comes
from relativistic effects [25, 26]. When the velocity of electrons is small as compared to
the light speed in vacuum, HSO can be considered as a small perturbation, and thus is
treated within a perturbative approach.

The exchange interaction between the resulting spins of two neighboring atoms writes
Hex = −JŜaŜb, J being the exchange integral. Their parallel alignment is energetically
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Figure 2.6: Schematic modification of the electronic structure of p and d states by “magnetic” perturba-
tions. The arrows indicate the allowed electric dipole transitions. The right side of the picture shows the
absorption spectra for left and right polarized light (inspired by [28]).

more favorable. This interaction comes from the Pauli principle and has a pure electro-
static origin [25, 27].

These perturbative “magnetic” Hamiltonians HSO and Hex induce energy level split-
tings. The exchange interaction splits the energy levels of the electronic states having up or
down spins. Assuming a FM material magnetized along the “up” direction z, the up-spins
electrons have smaller energy than the down-spins electrons. In the example presented on
Figure 2.6, the exchange splitting in p levels is neglected. The left part of the figure shows
the energy levels of electrons having “up” (↑) and “down” (↓) spin orientation. In the
notation |lm↑〉, |lm↓〉, l is orbital number (l = 1 for p states and l = 2 for d states) and
m stands for the magnetic number which takes integer values in the interval 〈−l, l〉. The
SO coupling lifts the energy level degeneracy of m for both p or d states. Note that for
up spins, the energy increases with m, although the situation is reversed for down spins
(Figure 2.6).

2.3.2 Interaction between light and matter

The direct interaction between the magnetic field of the EM wave and the FM material
spins is neglected, because spins are too “slow” to follow the alternating magnetic field
at optical frequencies. Thus, the relative permeability of matter at optical frequencies is
very close to µr = 1 [17].

The most common mechanism for the interaction of light with matter is the absorption
of one photon by one electron through an electric dipole transition. In this absorption
process, the total energy and total linear, angular and spin momenta in the electron-photon
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system are conserved. The conservation laws results to the selection rules [25], presented
in Table 2.2.

Ef −Ei = ~ω : the energy between the final and initial state corresponds to
the absorbed photon energy.

~ω/c ≈ 0 : since the photon linear momentum is negligible compared to
that of the electron, the linear angular momentum of the elec-
tron is approximately conserved (so-called vertical transitions).

∆s = 0 : the spin direction of the electron is not modified for an electric
dipole transition.

∆l = ±1 : the total orbital momentum is conserved because the photon
has an angular momentum equal to 1 (in units of ~). This rule
specifies that the electric dipole transitions are allowed only
between s↔ p, p↔ d, etc. states.

∆m = ±1 : the total orbital momentum along one (usually z) direction is
conserved. The value of ∆m specifies, if the absorbed photon
is circularly left (-1) or right (+1) polarized, respectively.

Table 2.2: Selection rules for electric dipole transitions.

The electronic structure of matter is modified in the presence of the magnetization, as
both the distance between energy levels and their population depend on magnetization.
This obviously modifies the optical properties as well.

More quantitatively, the optical properties of an ion can be expressed by the Kubo
formula [29, 30, 28]. Then, the dissipative parts of the conductivity tensor σ in a solid2

can be expressed as (ω > 0)

<[σxx(ω)] =
πe2

2m2
eωΩc

∑

i,f

f(Ei)[1− f(Ef )]×
[
|〈i|p̂+|f〉|2 + |〈i|p̂−|f〉|2

]
× δ(Ef − Ei − hω)

=[σxy(ω)] =
πe2

4m2
eωΩc

∑

i,f

f(Ei)[1− f(Ef )]×
[
|〈i|p̂−|f〉|2 − |〈i|p̂+|f〉|2

]
× δ(Ef − Ei − ~ω),

(2.19)
where ω is the light frequency, Ωc the unit cell volume, p̂± = p̂x ± p̂y are the linear
momentum operators (e.g. p̂x = −i~ ∂/∂x). The summation runs over all “initial” |i〉 and
“final” states |f〉. The constants e and me are the charge and the mass of the electron,
respectively. The functions f(Ei) and [1 − f(Ef )] are Fermi functions, expressing the
occupancy of the initial states and non-occupancy of the final states having energies Ei
and Ef , respectively. The Dirac δ-function insures the energy conservation. The matrix
elements 〈i|p̂+|f〉 and 〈i|p̂−|f〉 are the transitions probabilities for left (σ+) and right (σ−)
polarized light, respectively. It can be shown [25], that these elements are non-zero, only
if they respect the selection rules, given in Table 2.2.

An example of electric dipole transitions between d and p states is presented on Fig-
ure 2.6. As discussed in the previous Section 2.3.1, the energy levels are split by both the

2The relation between the conductivity tensor σij and the permittivity tensor εij writes εij = δij +
(i/ω)σij , as can be found from the Maxwell equations.
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exchange and spin-orbit interactions. As follows from the selection rules (Table 2.2), all
transitions are not allowed. In general, all d → p transitions have not the same energy.
Furthermore, the variation of the magnetic number m of initial and final electronic states
tells if the absorbed photon is σ+ or σ− polarized. Hence, the absorption spectra for σ+

and σ− polarized light are different, as it is sketched on the right side of Figure 2.6. Note
that these σ+, σ− absorption spectra are identical only if exchange or spin-orbit interac-
tion is zero. Thus, to obtain MO active material, both spin-orbit coupling and exchange
interaction have to be present, in the ground or the excited states, as already pointed out
by Hulme [31] in 1932.

So, in this Section, I have shown how the conductivity tensor σ, thus the permittivity
tensor ε, and more specially the MOKE properties, can be evaluated for a bulk material.

2.3.3 Reflection matrix of the multilayer structure

In the case of a multilayer structure, it is assumed that the bulk optical parameters are
valid even for a thin film [32]. Thus, we consider a multilayer structure as a stack of
homogeneous (but generally optically anisotropic) layers separated by sharp interfaces, so
that the in-depth profile of the optical properties is step-like. Within this framework of
an idealized multilayer structure, the reflection matrix of the entire multilayer structure
can be calculated (for details, see Chapter 3).

2.3.4 Reflection matrix and MOKE

The sample reflection matrix R is the only information accessible by means of optical
measurements. Usually, the optical set-ups are designed to measure established MO ob-
servables, for example the s-Kerr rotation θs = −<(rps/rss). However, depending on the
type of optical set-up, one can measure different combinations of the reflection coefficients.
In the following Section 2.4, we describe two types of MO set-up used in this work.

2.4 MOKE set-ups

There are numerous types of MO set-ups which can measure MOKE [33]. To significantly
increase the sensitivity of MOKE measurements and improve the signal to noise ratio, it
is preferable to use modulation techniques, associated to a lock-in phase detection. In the
following Sections, I present two MO arrangements, where the modulation device is either
a photoelastic modulator (Section 2.4.1) or a Faraday rotator (Section 2.4.3). Moreover,
by adding a Babinet Soleil, the Kerr signal measured at a general projection angle ψ can
be obtained (Section 2.4.2).

2.4.1 MOKE set-up using a photoelastic modulator

In this Section, I describe one of the MOKE set-up used at the Laboratoire de Physique des
Solides at Orsay, working with a photoelastic modulator. I have extended its capabilities
to work at variable wavelengths.

The photoelastic modulator [34] provides a time-dependent phase shift ζ = ζ0 sin 2πft
at frequency f ≈ 50 kHz between the incoming light polarization components. When the
modulator principal axis coincides with s or p directions, the modulator response, in the
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Figure 2.7: Sketch of the MO set-up using a photoelastic modulator.

framework of the Jones formalism, writes (Appendix B)

M =

[
exp[−iζ/2] 0

0 exp[iζ/2]

]
, (2.20)

where the phase between s and p components of the incoming wave is changing with time.
In another words, if it is positioned after the sample, the photoelastic modulator gives
a modulation of the Kerr phase ξ, introduced in Eq.(2.13). For example, if the incident
light beam is linearly polarized at 45◦, then the polarization of the outgoing light is varied
between linear (for ζ = 0, ±π, etc.) and circular (for ζ = ±π/2, ±3π/2, etc.) light
polarization states.

The sketch of the corresponding MO set-up is shown on Figure 2.7. The light beam
is generated by either an He-Ne laser emitting at wavelength 632 nm or a Xe lamp fol-
lowed by a variable wavelength color filter working in the 420 – 900 nm range. After the
polarizer, the light is either s- or p-polarized. Then, the light beam is reflected on the
sample and goes through a photoelastic modulator (with its principal axes parallel to the
s and p directions), an analyzer (at 45◦), and the light intensity is collected on a detector
(photomultiplier). The electric signal generated by the detector is processed by a lock-in
phase detector, in order to select signals proportional to the modulator frequency f or at
twice its frequency 2f .

The optical response, treated in the Jones formalism for each optical element, is pre-
sented in Appendix B. If the polarizer transmits only s-polarized light, the polarization
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state Js,out on the detector is

Js,out = A(45◦)MRJs,in =

[
1 1
1 1

] [
eiζ/2 0

0 e−iζ/2

] [
rss rsp
rps rpp

] [
1
0

]
=

[
rsse

iζ/2 + rpse
−iζ/2

rsse
iζ/2 + rpse

−iζ/2

]
,

(2.21)
where ζ = ζ0 sin 2πft. Similarly, for an initial p-polarized light beam, the same expression
[Eq. (2.21)] is obtained, but the s- and p-components (1 and 0) of the light coming from
the polarizer are interchanged. Coming back to the definition of the complex MOKE,
Φs = θs + iεs = −rps/rss and Φp = θp + iεp = rsp/rpp [Eq. (2.13)], the light intensity
measured by the detector is

Is,out

2
≈ |rss|2 + 2<(rpsr

†
sse
−iζ) = |rss|2 + 2|rss|2(−θs cos ζ − εs sin ζ),

Ip,out

2
≈ |rpp|2 + 2<(rspr

†
ppe

iζ) = |rpp|2 + 2|rpp|2(θp cos ζ − εp sin ζ)

(2.22)

where † denotes the complex conjugate form. In Eq. (2.22) we have neglected the small
quadratic |rsp|2, |rps|2 terms.

Using the Bessel functions Ji (presented on Figure 2.8), sin ζ and cos ζ can be expressed
(up to the second harmonic modulation frequency 2f) as [35]

sin ζ ≈ 2J1(ζ0) sin 2πft
cos ζ ≈ J0(ζ0) + 2J2(ζ0) cos 4πft.

(2.23)

The light intensities are renormalized by I0, the constant part of the detected MO signal.
Finally, the measured fundamental (f) and second harmonic (2f) quantities are [33, 36, 37]

Is(f)

I0
=
−4J1(ζ0)εs

1− 2J0(ζ0)θs

Is(2f)

I0
=
−4J2(ζ0)θs

1− 2J0(ζ0)θs

Ip(f)

I0
=
−4J1(ζ0)εp

1 + 2J0(ζ0)θp

Ip(2f)

I0
=

4J2(ζ0)θp
1 + 2J0(ζ0)θp

.

(2.24)

The contribution of θs and θp at the denominators of Eq.(2.24) are usually negligible
compared to 1. However, it is better to set ζ0 ≈ 140◦ to fix J0 = 0 (see Figure 2.8). Then,
the f and 2f Kerr signals are rigorously proportional to the Kerr ellipticity ε and Kerr
rotation θ, respectively.
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2.4.2 Role of a Babinet-Soleil compensator

This Section reports on the influence of a Babinet-Soleil compensator on the measured
Kerr signal, if it is inserted on the path of the reflected light beam, just after the sample.
Then, the effective reflection matrix for the compensator – sample system expresses as

R′ =
[
r′ss r′sp
r′ps r′pp

]
=

[
eiδ/2 0

0 e−iδ/2

]
·
[
rss rsp
rps rpp

]
=

[
rsse

iδ/2 rspe
iδ/2

rpse
−iδ/2 rppe

−iδ/2

]
, (2.25)

where δ is the phase retardation introduced by the Babinet-Soleil compensator.
Then, instead of measuring the ratios Φs = −rps/rss and Φp = rsp/rpp, the MO set-up

measures now the new ratios

Φ′s = −r′ps/r′ss = Φse
−iδ = (θs cos δ + εs sin δ) + i(εs cos δ − θs sin δ)

Φ′p = r′sp/r
′
pp = Φpe

iδ = (θp cos δ − εp sin δ) + i(εp cos δ + θp sin δ).
(2.26)

If δ = 0, the Kerr rotation, θ = <(Φ), is measured. When the phase retardation is
increased, the measured MOKE signal becomes a mixture of both the Kerr rotation and
the Kerr ellipticity. For δ = 90◦, the MOKE signal is only the Kerr ellipticity.

Comparing Eqs. (2.18) and (2.26), we find that the variation of the projection angle ψ
corresponds to that of the phase retardation δ. Depending whether the measured Kerr
signal is s or p-MOKE, and whether the MO setup for δ = 0 measures Kerr rotation or
Kerr ellipticity, the relation between δ and ψ takes different forms, presented on Table 2.3.

projection exp. set-up measures:

angle ψ Kerr rotation
ψ0 = 0

Kerr ellipticity
ψ0 = π/2

s-MOKE ψ = δ ψ = π/2 + δ

p-MOKE ψ = −δ ψ = π/2− δ

Table 2.3: Relation between the projection angle ψ and the phase shift δ of the Babinet-Soleil compensator
for different types of MO setups.

2.4.3 MOKE set-up using a Faraday rotator

In this Section I describe the MO set-up developed at The Charles University in Praha [32],
which uses an azimuthal modulation of the polarization state of the light. We measure
the spectral dependence of MOKE in the 1.2 eV – 5 eV spectral range. In the follow-
ing, I restrict my presentation to p-MOKE measurements. The relations for s-MOKE
measurements can be analogously derived.

The sketch of the MO set-up is presented on Figure 2.9. The light source is a high-
pressure Xe-lamp, producing white light in the 1 eV – 6 eV spectral range. The photon
energy is selected by a monochromator. The light is linearly polarized by the polarizer.
Although we measure p-MOKE (i.e. quantity Φp = rsp/rpp) the polarizer is set up to
transmit linearly s-polarized light. Then, the light beam crosses successfully two Faraday
rotators FR1 and FR2. The azimuth of the polarization of the light after passing through
a Faraday rotator is rotated by an angle proportional to the current established in the
encircling solenoid. The first rotator FR1 serves to modulate the azimuth of the linearly
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Figure 2.9: Sketch of the MO set-up using the Faraday rotators (FR1 and FR2).

polarized state at frequency f ≈ 12 kHz by an angle ζ1 sin 2πft. The second rotator FR2
serves to compensate the sample Kerr rotation by a fixed angle ζ2. Hence, after FR2, the
resulting light polarization is described by a Jones vector

J+ =

[
cos ζ
sin ζ

]
, (2.27)

where
ζ = ζ2 + ζ1 sin 2πft. (2.28)

After reflection on the sample, characterized by a reflection matrix R (see Appendix B);
the new polarization state becomes:

J− = R · J+. (2.29)

Then, the analyzer selects only the p-component of the light polarization. Thus, the light
intensity detected by the photomultiplier PM is

Ip/I
′
0 = |rpp|2 sin ζ

[
sin ζ + 2<

(
rps
rpp

)
cos ζ

]
, (2.30)

where I ′0 is the light intensity issued from FR2. After a lock-in phase detection of the
signal, only its component at frequency f is selected. Taking into account that ζ � 1,
|Φ| � 1, the detected light intensity at frequency f is expressed as [Eq. (2.28)]

If/I
′
0 = 2|rpp|2ζ1

[
ζ2 + <

(
rps
rpp

)]
sin 2πft. (2.31)



22 CHAPTER 2. MAGNETO-OPTICAL EFFECTS

In order to measure the MOKE signal with high accuracy, FR2 is used to compensate
If automatically with a feedback procedure to keep If = 0 (Figure 2.9). Then the elec-
tric current IFR2 in the solenoid placed around FR2 is adjusted automatically so that
[Eq. (2.31)]

ζ2 = −<
(
rps
rpp

)
. (2.32)

The MO signal is directly proportional to IFR2, so that ζ2 = AFR2IFR2. The value of AFR2

depends obviously on the used photon energy, and thus the set-up has to be calibrated
first.

Note that the experimental set-up measures a MO signal equal to θ̃p = −<(rps/rpp),
although the p-Kerr rotation, defined as θp = −<(rsp/rpp), involves different off-diagonal
reflection coefficients. However, as expressed in Table 2.1, rsp = rps for polar magnetiza-
tion, and rsp = −rps for longitudinal magnetization. Hence, the value of the Kerr rotation
θ can be expressed by

θp = g<
(
rps
rpp

)
θs = g<

(
rsp
rss

)
, (2.33)

where g = ±1 (see Table 2.4).

value of g p-Kerr rotation s-Kerr rotation

PMOKE 1 -1

LMOKE -1 1

Table 2.4: Value of g determining the sign between the measured Kerr signal and the Kerr rotation
[Eq. (2.33)].

The measurement of the Kerr ellipticity ε can be provided by an additional phase plate
with a phase retardation δ = π/2. A very similar situation has been already discussed
in Section 2.4.2 (for details see [36]). Since the presented set-up measures the ratios
<(rps/rpp) or <(rsp/rss), the phase plate has to be inserted between FR2 and the sample.
As follows from results presented in the precedent Section 2.4.2, adding a Babinet Soleil
compensator which fixes δ in the MO set-up, one measures a mixture of Kerr rotation and
Kerr ellipticity. Thus, the Kerr ellipticity ε can be isolated if the phase retardation δ and
Kerr rotation θ are known [36].



Chapter 3

Calculation of the
Magneto-Optical Kerr Effect
(MOKE)

“. . . placer ensuite la toile contre un arbre
dans un jardin
dans un bois
ou dans une forêt
se cacher derrière l’arbre
sans rien dire
sans bouger . . . ”

This Chapter starts by a definition of the mathematical spaces, in which electric field
(and other alternating variables) can be expressed. In order to better describe the elec-
tromagnetic (EM) field inside a multilayer sample, I introduce a new mathematical space
(q-space), where I choose to particularize the z direction to match to the sample “geome-
try”, as the multilayer can be considered to be infinite in the plane (2D infinite), whereas it
is finite along the growth direction (z). This definition is convenient in the case of MOKE,
but it becomes essential later (Chapter 7), for the calculation of the light radiated by an
oscillating electric point dipole, applied to Magneto-Optical Second Harmonic Generation
of light (MOSHG).

Then, the classical calculation of MOKE by the 4×4 matrix formalism is introduced.
This formalism gives the exact optical response of an ideal multilayer structure. The basic
hypothesis are:

(i) All layers are homogeneous, generally anisotropic and separated by sharp interfaces,
i.e. the profile of optical parameters is supposed to be step-like.

(ii) The optical properties of all layers are solely described by a second-rank permittivity

tensor ε
(ω)
ij [38], relating the electric induction D(ω) to the electric field E(ω) so that

D
(ω)
i = ε0

∑
j ε

(ω)
ij E

(ω)
j , where i, j = {x, y, z}, and ε0 is the permittivity of vacuum.

Although the 4× 4 matrix formalism is valid for any type of multilayer structure ful-
filling the above conditions, I use it here for the case of FM metallic multilayers. From
an optical point of view, as already discussed in Section 2.3, the sample magnetization
only modifies the permittivity tensor, giving rise to non-zero antisymmetric off-diagonal

permittivity tensor elements for the FM layers (ε
(ω)
ij = −ε(ω)

ji ), with i 6= j.

The first presentation of the 4× 4 matrix formalism to calculate MOKE was reported
by D.O. Smith in 1964 [39]. Later, in 1980, this formalism was used by P. Yeh [40] to
describe the light propagation in layered birefringent media. With the increase of interest

23
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for magneto-optical recording media in the 1980’s, calculations of magneto-optical effects
by the 4 × 4 matrix formalism were widely used [16, 41, 42, 43]. The first numerical
implementation of this formalism to magnetic multilayers was done by Š. Vǐsňovský in
1991 [42, 44]. This 4 × 4 matrix formalism is rigorous with a relatively easy-to-program
algorithm. However, a general analytical treatment by this formalism provides long and
complex expressions. This is a consequence of the analytical expressions of proper modes
of light propagating inside FM layers. Despite of the complexity of the expressions, J.
Zak et al. in 1990 [45] used this formalism to derive analytical MOKE expressions in
FM multilayers. These expressions can be simplified making some additive assumptions,
for example, introducing the ultrathin FM film approximation, i.e. when the thickness
of the FM layer is much smaller than the light wavelength, or for a special geometry
[32, 45, 46, 47].

In order to give a more transparent derivation of MOKE, several approaches were
proposed, assuming either small magnetic perturbations of the FM layer permittivity
tensor, or using the ultrathin FM layer approximation. For example,

• A. Hubert et al. in 1992-1993 heuristically derived analytical forms of the first-
order contribution to Kerr and Faraday effects from computer simulations [48], and
consequently found additional terms originating from multiple reflections [49].

• Š. Vǐsňovský et al. [36, 32, 50] expressed PMOKE from the diagonal reflectivity r of
the non-magnetized sample, in the case of polar magnetization:

Φ = −i∆r
r

= −i1
r

(
∂ r

∂N (fm)
∆N (fm)

)
, (3.1)

where N (fm) is the non-magnetic part of the refractive index of the FM layer.
∆r = (r+ − r−)/2 and ∆N = (N+ − N−)/2 are the differences between circular
reflection coefficients and circular birefringence, respectively, for “up” and “down”
magnetizations lying along the z-axis. For an arbitrary layered structure, the non-
magnetized sample reflection coefficient r can be determined e.g. from the so-called
Airy recursive formulae [19], that calculate the reflection coefficients of the entire
multilayer structure by means of recursive fractions, each interface being represented
by one “iteration”.

• Recently, P. Bertrand et al. [51] used a perturbation approach to calculate MOKE.
The electric induction of the FM layer, D = ε(iso)ε0E + ∆P , is expressed as the
sum of the unperturbed electric induction ε(iso)ε0E and the perturbed polarization
∆P = (ε(fm)−ε(iso))ε0E, induced by “perturbative” components of the permittivity
tensor of the FM layer. Thus, the calculation of the polarization state of the light
inside the multilayer is separated into the propagation of the unperturbed (incident)
polarization and light radiation generated by a perturbative polarization sheet having
a polarization ∆P .
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3.1 Mathematical description of the field in an unbounded
medium in the q-space

The rigorous definition of a mathematical space, which gives the description of the EM
field inside layered structures is often omitted. However, for a description of the EM field
radiated by an electric point dipole, used later to describe Second Harmonic Generation
of light (SHG) (Chapter 7 and Appendix D), its rigorous definition is necessary. That is
why I propose here to introduce a new q-space.

3.1.1 Definition of the k and q-space

Before introducing the q-space, let us define the real 3D r-space and Fourier k-space. Any
spatial distribution of the electric field can be described either in a real r-space as E(r)
or in its Fourier transform (so-called k-space) as Ek(k). The relationship between both
quantities is a 3D Fourier transformation1 [see Figure 3.1(a)(c)]

E(r) =
1

(2π)3

1

(ku0 )3

∫∫∫
d3k Ek(k) exp[ik · r]. (3.2)

The factor (1/ku0 )3 equalizes the field units of E(r) and Ek(k). It can be any constant
in m3 units, but without loss of generality, it can be written as ku0 = ω/c, where ω is the
light frequency and c the light velocity in vacuum. The integrand in Eq. (3.2) represents
a plane wave of amplitude Ek(k) with wavevector k, i.e. propagating in the k-direction
and having a wavelength 2π/|k|. Because a light mode corresponds to light propagating
along a given direction k, I will call Ek(k) the modal vector amplitude.

Usually, thinking again to MOKE experiments, the field is monochromatic, i.e., oscil-
lating at a single frequency ω. As follow from the solution of the Maxwell equations or
the wave equation [Eq. (3.7)], the monochromaticity implies that k can not have arbi-
trary value. More exactly, the monochromaticity implies that one of its components, for
example the z-component, of k can be expressed as a function of the remaining x and

y components, the permittivity ε
(ω)
ij , light frequency ω and polarization Π, i.e.

k
(ω)
z,Π,d ≡ k

(ω)
z,Π,d(kx, ky, ω, ε

(ω)
ij ). (3.3)

The index Π, which takes the values 1 or 2, labels the two orthogonally polarized modes

whose k
(ω)
z,Π,d can be, in general different. Furthermore, the index d refers to the direction

of the k-vector. In this work, I use d = + and d = − to denote modes propagating in

the positive [<(k
(ω)
z,Π,+) > 0] and negative [<(k

(ω)
z,Π,−) < 0] z-directions, respectively. So,

for given values of kx, ky and ω, there exist four modes of propagation for the EM field

in the medium characterized by the permittivity tensor elements ε
(ω)
ij . Two modes are

propagating in the positive (d = +), and the two other modes in the negative (d = −)
direction.

Coming back to the general expression of the electric field at the position r in Eq. (3.2),
the light monochromaticity reduces the integration over the entire three-dimensional k-

space to that over a two-dimensional area, where k = k(ω) = [kx, ky, k
(ω)
z,Π,d]:

1For conventions of direct and inverse Fourier transformations used in this manuscript, see Appendix A.
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(i) In an isotropic medium characterized by the scalar dielectric permittivity ε(ω), the

integration in Eq. (3.2) is performed over a sphere of radius k(ω) =
√
ε(ω)(ω/c).

(ii) For an anisotropic medium characterized by permittivity tensor elements ε
(ω)
ij , the

situation is more complicated because the length of the vector k depends also on its
direction and on the polarization of the propagating light [17].

As discussed above, the consequence of the monochromaticity is that kz is not a free
parameter. Thus one light mode (in a given material at given frequency) is fully described
by the vector q = [kx, ky]. Such a light mode contains four plane waves, whose propagation

directions are determined by k
(ω)
Π,d = [q, k

(ω)
z,Π,d]. Thus, the arbitrary spatial distribution of

the monochromatic electric field E(r) can be expressed as an intagral over all light modes,
each parameterized by only one vector q ≡ [kx, ky] [see Figure 3.1(b)],

E(ω)(r) =
1

(2π)2

1

(ku0 )2

∫∫
d2q

∑

Π=1,2

∑

d=±
E(ω)
q,ν,Π,d(q, z) exp[i q · ρ], (3.4)

where ρ ≡ [x, y]. This defines the so-called q-space. The term E (ω)
q,ν,Π,d represents the

vector modal amplitude in the newly defined q-space. It is important to note that the

vector modal amplitude E (ω)
q,ν,Π,d depends explicitly on q = [kx, ky] and z, i.e. E(ω)

q,ν,Π,d(q, z).
This choice is particularly suitable for multilayer structures. If the depth z is not explicit,

the superscript ν specifies that E (ω)
q,ν,Π,d, concerns the ν-th layer in the vicinity of the ν-

th interface, i.e. inside the ν-th layer just beside the “upper” interface (see Figure 3.2).

Only in the case of the superstrate, i.e. for ν = 0, the vector modal amplitude E (ω)
q,0,Π,d is

determined in the vicinity of the 1-st interface, since there is no 0-th interface.

3.1.2 q-space properties

The q-space is a Fourier space in the kx and ky directions and real space in the z-
direction. Thus, any light mode in the multilayer structure is solely determined by the

vector q = [kx, ky], since k
(ω)
z,Π,d is determined by q, the light frequency ω and the optical

properties of the material ε
(ω)
ij . Each light mode contains four plane waves, each char-

acterized by four modal amplitudes E (ω)
q,Π,d and four wavevectors k

(ω)
Π,d. Two plane waves

propagate in the positive z-direction (d = +), and the other two in the negative z-direction
(d = −). Each pair of plane waves contains two mutually orthogonal polarizations, for
example Π = s and Π = p waves. Some additional mathematical properties of the q-space
are reported in Appendix C.

Figure 3.1 shows the graphical representation of a single light mode in an unbound
medium in the k-space, q-space and r-space. In general, a single light mode corresponds
to four EM plane waves, which are represented differently in each space. In the r-space, all

four plane waves propagate over the entire space, i.e. in k
(ω)
ν,Π,d = [kx, ky, k

(ω)
z,ν,Π,d] directions,

each wave having a modal vector amplitude E (ω)
ν,Π,d. In the k-space, these four EM waves

are represented by four “point”. Mathematically speaking, these four waves are described

by four Dirac δ-functions, located at positions k
(ω)
ν,Π,d. This is a direct consequence of the

fact that the Fourier transform of a plane wave is the Dirac δ-function. The q-space is a
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Figure 3.1: Sketches of a single light mode in the (a) r-space (b) q-space and (c) k-space. A single light
mode contains four EM plane waves, each having the same q = [kx, ky]. Two waves propagates “up” (+),
and the two others “down”(-), with two light polarizations 1 and 2 for each, are associated. In the r-space,
the space is “filled” with these four EM plane waves. In the k-space, each plane wave is represented
by point (Dirac δ-function). In the q-space, these four EM waves are represented by one point on the
kxky-plane, but spread over the z direction.
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direct space in the z direction, thus all four plane waves spread in a delocalized way. On
the other hand, as q-space is a Fourier space in the kx and ky directions, the plane wave
in this kxky-plane is represented by a “point”, i.e. by Dirac δ-function. Because all four
plane waves are associated with a single light mode, all of them have the same q = [kx, ky],
and thus they are represented by one “point” (or one Dirac δ-function), on kxky plane.

I would like to point out why the q-space is so important for introducing a radiating
electric point dipole into a multilayer structucture. In the q-space, the radiation of such
a point dipole can be described by a smooth function (see Appendix D). This is different
in the k-space, where the electric field radiated by a point dipole is described by a diverg-
ing function varying like Eµk ∼ 1/[k ·k− (k(ω))2] [see Eq. (E.7) in Appendix E and related
discussion], where k(ω) is the wavevector length at the point dipole frequency ω and k
the wavevector for any light frequencies (recall that the k-space is not monochromatic).
In another words, the function 1/[k · k − (k(ω))2], tells that a dipole radiates waves hav-
ing a k-vector of length corresponding to k(ω), and contributions of waves having other
wavevectors are negligible. Thus, the description of a point dipole radiation in the k-
space is diverging and, consequently it is difficult to consider it for a proper description
of a point dipole radiation inside a multilayer structure. However, it is easy to incorpo-
rate the dipole radiation into the multilayer structure and express the induced modified
boundary conditions. Note that the modification of boundary conditions, in the presence
of a radiating point dipole has been already published [4], but without their derivation.
Thanks to a rigorous definition of the q-space, the derivation is possible. Furthermore, I
found that the radiated light intensity is proportional to I ∼ |kzEq|2 when calculated in
q-space and not I ∼ |Ek|2 when calculated in the usual k-space; an important point never
pointed out for SHG radiation so far. The radiation of a point dipole embedded inside
a multilayer structure will be treated in Chapter 7.

In the following, I will use only the q-space to describe the light propagation and radi-
ation in multilayer structures, and thus I will omit the subscript q.

The vector modal amplitudes E (ω)
ν,Π,d will often appear as a sum over either the polar-

ization index Π or the direction d or both. Therefore, I introduce a “summing index” Σ
as follows:

E(ω)
ν,Π,Σ =

∑

d=±
E(ω)
ν,Π,d,

E(ω)
ν,Σ,d =

∑

Π=1,2

E(ω)
ν,Π,d,

E(ω)
ν,Σ,Σ =

∑

d=±

∑

Π=1,2

E(ω)
ν,Π,d.

(3.5)

For example, E(ω)
ν,Σ,Σ, which is the sum of all vector modal amplitude at position zν , rep-

resents the electric field at the position zν , expressed in the q-space. Then E(r) can be
simply written as

E(ω)(r) =
1

(2πku0 )2

∫∫
dq E(ω)

ν,Σ,Σ exp[iρ · q], (3.6)

as follow from Eq. (3.4).

To summarize the q-space section:
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(i) The q-space is a Fourier space in the kx, ky directions, but real in the z direction.
Hence, it has a spatial dependence on z for which multilayer properties are modified.

(ii) The q-space is monochromatic. This means that it describes the electric field at only
one single light frequency ω.

(iii) the light mode propagation direction is fully characterized by q = [kx, ky].
(iv) I choose the q-space for a better description of the EM field inside a multilayer

structure. Furthermore, the definition of the q-space becomes necessary to express
the boundary conditions in the presence of a radiating point dipole as introduced to
calculate SHG radiation (treated in Chapter 7).

3.2 Light propagation in magnetic multilayers

In this Section, I present first the calculations on the light propagation inside a multilayer
structure by means of the 4 × 4 matrix formalism. Finally, I express the reflection and
transmission matrix and calculate the profile of the electric field inside the multilayer
structure.

3.2.1 Proper modes for light propagation

A proper mode of light retains its polarization state during propagation through a material
in a given direction. The proper modes of light polarization can be found by substituting
the field E(ω)(r) [Eq. (3.4)] into Maxwell equations without free currents and charges.
Then, the wave equation expressed in the q-space can be derived. In the ν-th layer

characterized by permittivity tensor elements ε
(ω)
ij,ν , the wave equation takes the form

[41, 43] [
N

(ω)
i,ν N

(ω)
j,ν + ε

(ω)
ij,ν

]
E(ω)
ν = (N (ω)

ν )2E(ω)
ν , (3.7)

where N
(ω)
i,ν denotes the i-th component of the normalized wave vector N

(ω)
ν = k(ω)/k

(ω)
0 =

[0, Ny, N
(ω)
z,ν,Π,d], where k

(ω)
0 = ω/c. Without loss of generality, the x-component of the

k(ω)-vector is assumed to be zero. This defines a ŷẑ-plane of incidence, in agreement with
our conventions reported in Appendix A. Because the term Ny is conserved through all

the multilayer structure, the subscript ν is removed. The coefficient N
(ω)
ν,Π,d stands for

the Pythagorean length of the normalized wavevector, i.e. N
(ω)
ν,Π,d ·N

(ω)
ν,Π,d = (N

(ω)
ν,Π,d)

2 =

N2
y + (N

(ω)
z,ν,Π,d)

2.

The solution of Eq. (3.7) can be found by a treatment similar to the search of eigen-
vectors and eigen-numbers. The unknown quantities in this equation are the z-component

of the normalized wavevector N
(ω)
z,ν,Π,d = k

(ω)
z,ν,Π,d/k

(ω)
0 and the modal vector polarization

ê
(ω)
ν,Π,d, where

E(ω)
ν,Π,d = E(ω)

ν,Π,d ê
(ω)
ν,Π,d, with |ê(ω)

ν,Π,d| = 1, (3.8)

and Eν,Π,d is the modal amplitude, which value is not determined from the wave equation,
but by the boundary conditions; this problem is treated in the next Section 3.2.2. Since
the solution of the wave equation has been treated in details by Š. Vǐsňovský [41], I will
not develop it here. Note that the wave equation has exactly the same form as Eq. (3.7)
when solved either in the k or q-space.
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In case of an isotropic medium, ε
(ω)
ij,ν = ε

(ω)
ν , the solution of the wave equation (3.7)

leads to arbitrary vector modal polarizations ê
(ω)
ν,Π,d, for example s and p-polarizations.

The solution of N
(ω)
z,ν,Π,d is identical for both polarizations Π = s, p:

N
(ω)
z,ν,± ≡ N

(ω)
z,ν,s/p,± = ±

√(
N

(ω)
ν

)2
−N2

y (3.9)

where N
(ω)
ν =

√
ε

(ω)
ν . Finally, note that the relation between the incidence angle ϕ and

N
(ω)
y is N

(ω)
y = N

(ω)
0 sinϕ, where N

(ω)
0 is the refractive index of superstrate (often the air).

3.2.2 4×4 matrix formalism

As follows from Eq. (3.4), for one mode, i.e. for a given q0 = [0, Ny] and Eν,Π,d(q) =
(2πku0 )2Eν,Π,d δ(q − q0), the electric field of the EM waves inside the ν-th layer can be
written as

E(ω)
ν (ρ, z) =

∑

Π=1,2

∑

d=±
E(ω)
ν,Π,d ê

(ω)
ν,Π,d exp

[
ik

(ω)
0

(
Ny,νy +N

(ω)
z,ν,Π,d(z − zν−1)

)]
, (3.10)

where ρ = [x, y], and assuming Nx = 0. Through Maxwell equations, a similar expression
can be derived for the magnetic field of the EM wave inside the ν-th layer

H(ω)
ν (ρ, z) =

∑

Π=1,2

∑

d=±
H(ω)
ν,Π,d ĥ

(ω)

ν,Π,d exp
[
ik

(ω)
0

(
Ny,νy +N

(ω)
z,ν,Π,d(z − zν−1)

)]
, (3.11)

where H(ω)
ν,Π,d = (N

(ω)
ν,Π,d/η0) E(ω)

ν,Π,d, and ĥ
(ω)

ν,Π,d = (N
(ω)
ν,Π,d × ê

(ω)
ν,Π,d)/N

(ω)
ν,Π,d, in which η0 =√

µ0/ε0 is the vacuum impedance.

As follows from Maxwell equations, in the absence of free charges and currents, the
tangential components of the electric field E(ω)(r) and magnetic field H(ω)(r) are contin-
uous at the interface. It should be noted that although in most textbooks this continuity
is derived in the real r-space, it can be demonstrated that these tangential components
are continuous in both k- and q-space as well. The continuous tangential components of
electric and magnetic fields at the (ν+1)-th interface (i.e. between the ν-th and (ν+1)-th
layers) can be written in a matrix form [40, 41, 43]

D(ω)
ν P(ω)

ν A(ω)
ν =




E
(ω)
x,ν (zν+1 − ε)

η0H
(ω)
y,ν (zν+1 − ε)

E
(ω)
y,ν (zν+1 − ε)

η0H
(ω)
x,ν (zν+1 − ε)


 =




E
(ω)
x,ν+1(zν+1 + ε)

η0H
(ω)
y,ν+1(zν+1 + ε)

E
(ω)
y,ν+1(zν+1 + ε)

η0H
(ω)
x,ν+1(zν+1 + ε)




= D
(ω)
ν+1A

(ω)
ν+1, (3.12)

where the distance ε to the ν + 1 interface tends to zero. The schematic interpretation
of this equation, which is at the basis of the 4 × 4 matrix formalism, is presented on

Figure 3.2. A
(ω)
ν in Eq. (3.12) is a column vector of all four modal amplitudes E (ω)

ν,Π,d, and
is defined by the sequence

A(ω)
ν = [E(ω)

ν,1,+, E
(ω)
ν,1,−, E

(ω)
ν,2,+, E

(ω)
ν,2,−]T, (3.13)
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Figure 3.2: Schematic representation of the 4× 4 matrix formalism, represented by Eq. (3.12). 1 The

propagation of vector of modal amplitudes A
(ω)
ν = [E(ω)

ν,1,+, E(ω)
ν,1,−, E(ω)

ν,2,+, E(ω)
ν,2,−] through the ν-th layer is

described by the propagation matrix P(ω)
ν . 2 4 The dynamic matrix D(ω)

ν binds the modal amplitudes

A
(ω)
ν to tangential components of E

(ω)
ν and H

(ω)
ν fields, 3 which are continuous at the interface. Note

by convention that A
(ω)
ν is located inside the ν-th layer in the vicinity (i.e. immediately below) of the ν-th

interface, as it can be seen on the figure.

where the superscript T denotes the transposed column vector. Recall that the subscript
Π = 1, 2 (or Π = s, p) stands for the modal polarization and d = ± for the propagation

direction, i.e. <(k
(ω)
z,Π,+) > 0, <(k

(ω)
z,Π,−) < 0, respectively.

D(ω) is called the dynamic matrix and gives a relation between the vector of modal
amplitudes A(ω) in a material and the column vector of the tangential components of the

E
(ω)
ν and H

(ω)
ν fields. This relationship is defined to be D

(ω)
ν A

(ω)
ν = [E

(ω)
x,ν , η0H

(ω)
y,ν , E

(ω)
y,ν ,
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η0H
(ω)
x,ν ]T. Hence, the matrix D

(ω)
ν writes [40, 41]

D(ω)
ν =




ê
(ω)
ν,1,+ · x̂ ê

(ω)
ν,1,− · x̂ ê

(ω)
ν,2,+ · x̂ ê

(ω)
ν,2,− · x̂

N
(ω)
ν,1,+ĥ

(ω)

ν,1,+ · ŷ N
(ω)
ν,1,−ĥ

(ω)

ν,1,− · ŷ N
(ω)
ν,2,+ĥ

(ω)

ν,2,+ · ŷ N
(ω)
ν,2,−ĥ

(ω)

ν,2,− · ŷ

ê
(ω)
ν,1,+ · ŷ ê

(ω)
ν,1,− · ŷ ê

(ω)
ν,2,+ · ŷ ê

(ω)
ν,2,− · ŷ

N
(ω)
ν,1,+ĥ

(ω)

ν,1,+ · x̂ N
(ω)
ν,1,−ĥ

(ω)

ν,1,− · x̂ N
(ω)
ν,2,+ĥ

(ω)

ν,2,− · x̂ N
(ω)
ν,2,−ĥ

(ω)

ν,2,− · x̂



. (3.14)

The matrix P
(ω)
ν is called the propagation matrix, as it describes the propagation of modal

amplitudes E (ω)
ν,Π,d in the layer thickness through the relationA

(ω)
ν (zν+ε) = P

(ω)
ν A

(ω)
ν (zν+1−

ε), ε→ 0 (see Figure 3.2). Hence, the matrix P
(ω)
ν expresses as

P(ω)
ν =




exp[ik
(ω)
0 N

(ω)
z,ν,1,+tν ] 0 0 0

0 exp[ik
(ω)
0 N

(ω)
z,ν,1,−tν ] 0 0

0 0 exp[ik
(ω)
0 N

(ω)
z,ν,2,+tν ] 0

0 0 0 exp[ik
(ω)
0 N

(ω)
z,ν,2,−tν ]



,

(3.15)

where the values of ê
(ω)
ν,Π,d ĥ

(ω)

ν,Π,d, N
(ω)
ν,Π,d, N

(ω)
z,ν,Π,d are determined as solution of the wave

equation (3.7).
The recursive application of boundary conditions in Eq. (3.12) gives relations between

vector of modal amplitudes for the 0-th (i.e. superstrate) and ν-th layer

A
(ω)
0 = L(ω)

ν A(ω)
ν , (3.16)

where the matrix L
(ω)
ν is defined as

L(ω)
ν ≡ [D

(ω)
0 ]−1D

(ω)
1 [P

(ω)
1 ]−1 . . .D

(ω)
ν−1[P

(ω)
ν−1]−1[D

(ω)
ν−1]−1D(ω)

ν . (3.17)

In this definition, one assumes L
(ω)
0 ≡ 1. The relation between the column vector of modal

amplitudes in the superstrate and the substrate can subsequently be written as

A
(ω)
0 = L

(ω)
M+1A

(ω)
M+1, (3.18)

This is the final relation of this Section, binding the amplitudes of incoming and outcoming

light modes in superstrate and substrate. Knowing the matrix L
(ω)
M+1, the reflection and

transmission coefficients (and thus Faraday and Kerr effects) can be straightforwardly
calculated, as presented in Section 3.2.4.

3.2.3 Dynamic and propagation matrices in isotropic media

In an isotropic medium, (i.e. for a diagonal permittivity tensor with ε
(ω)
ij,ν = δijε

(ω)
ν ) any

polarization state is a proper mode since it is conserved during propagation. Mathemat-

ically speaking, in an isotropic medium, any values of modal polarization ê
(ω)
ν,Π,d, where

|ê(ω)
ν,Π,d| = 1, is a solution of the wave equation (3.7). So, as a proper mode, I will choose
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a simple case, i.e. s and p polarizations, although others (e.g. circular or general elliptical)
are possible as well [52]. Thus, with sign convention stated on Figure A.1 in Appendix A,
modal polarizations take the form

ê
(ω)
ν,s,± = [1, 0, 0],

ê
(ω)
ν,p,± = [0, N

(ω)
z,ν,±,−Ny]/N

(ω)
ν .

(3.19)

Furthermore, the vector of modal amplitudes A
(ω)
ν let be defined as the sequence

A(ω)
ν = [E(ω)

ν,s,+, E
(ω)
ν,s,−, E

(ω)
ν,p,+, E

(ω)
ν,p,−]T. (3.20)

Consequently, the matrices D
(ω)
ν and P

(ω)
ν take the form [Eqs. (3.14)(3.15)]

D(ω)
ν =




1 1 0 0

N
(ω)
z,ν,+ N

(ω)
z,ν,− 0 0

0 0 N
(ω)
z,ν,+/N

(ω)
ν N

(ω)
z,ν,−/N

(ω)
ν

0 0 −N (ω)
ν −N (ω)

ν



, (3.21)

P(ω)
ν =




exp[ik
(ω)
0 N

(ω)
z,ν,+tν ] 0 0 0

0 exp[ik
(ω)
0 N

(ω)
z,ν,−tν ] 0 0

0 0 exp[ik
(ω)
0 N

(ω)
z,ν,+tν ] 0

0 0 0 exp[ik
(ω)
0 N

(ω)
z,ν,−tν ]



,

(3.22)

where N
(ω)
z,ν,± = N

(ω)
z,ν,s,± = N

(ω)
z,ν,p,± =

√
ε

(ω)
ν −N2

y .

3.2.4 Kerr and Faraday effects: relation with transmitted and reflected
light

Let us calculate the reflection and transmission coefficients of the entire multilayer struc-
ture. Assuming that the light does not enter into the sample from the substrate side, the
vector of modal amplitude in substrate has the form

A
(ω)
M+1 = [E(ω)

M+1,s,+, 0, E
(ω)
M+1,p,+, 0]T. (3.23)

The transmission matrix T(ω) is defined by:

[
E(ω)
M+1,s,+

E(ω)
M+1,p,+

]
= T(ω) ·

[
E(ω)

0,s,+

E(ω)
0,p,+

]
. (3.24)

Hence, considering the L
(ω)
M+1 matrix, the transmission matrix T(ω) expresses as [see

Eq. (3.18)]

T(ω) =

[
tss tps
tsp tpp

]
=

([
L

(ω)
11,M+1 L

(ω)
13,M+1

L
(ω)
31,M+1 L

(ω)
33,M+1

])−1

. (3.25)
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In a similar way, the reflection matrix R(ω) is defined as
[
E(ω)

0,s,−
E(ω)

0,p,−

]
= R(ω)

[
E(ω)

0,s,+

E(ω)
0,p,+

]
(3.26)

and expressed from the L
(ω)
M+1 matrix as

R(ω) =

[
rss rps
rsp rpp

]
=

[
L

(ω)
21,M+1 L

(ω)
2,3,M+1

L
(ω)
41,M+1 L

(ω)
4,3,M+1

]
· T(ω) (3.27)

Knowing the reflection matrix R(ω), MOKE can be calculated as the ratio of off-
diagonal and diagonal coefficients (Eq. 2.13) Φs = −rps/rss, Φp = rsp/rpp. In a similar

manner, the Faraday effect can be determined from the transmission matrix T(ω) as [36]:
ΦF,s = tps/tss and ΦF,p = −tsp/tpp. This definition of the Faraday effect is consistent with
that of the Kerr effect by means of the polarization ellipse (Section 2.2), i.e. the positive
real part of ΦF corresponds to clockwise rotation of the main axis of the polarization
ellipse for transmitted light, while the positive imaginary part is linked to the positive
ellipticity of the polarization ellipse.

3.2.5 Electric field profile through a multilayer structure

In this Section, I introduce the calculation of the electric field profile through a multilayer
structure. This is important for treating Second Harmonic Generation of light (SHG),
[1, 4, 2], fluorescence [53] or for some type of MOKE calculations [51].

In the ν-th layer of the multilayer structure, and in the vicinity of the ν-th interface (see

Figure 3.2), the vector of modal amplitudes A
(ω)
ν is determined by Eqs. (3.13) (3.16)(3.18)

A(ω)
ν = (L(ω)

ν )−1L
(ω)
M+1A

(ω)
M+1. (3.28)

Consequently, the profile ofE(ω)(r) through the ν-th layer can be calculated using Eq. (3.10).

E(ω)
ν (r) =

∑

Π=1,2

∑

d=±
E(ω)
ν,Π,d ê

(ω)
ν,Π,d exp

[
ik

(ω)
0

(
Nyy +N

(ω)
z,ν,Π,d(z − zν−1)

)]
, (3.29)

where E(ω)
ν,Π,d are parts of A

(ω)
ν , determined by Eq. (3.28).

However, in the case of SHG calculations, presented in Chapter 7, it is necessary to
know the value of the electric field E(ω)(r) at each interface. Its x and y components
are continuous through the interface, but not the z-component. There are two ways for
determining this electric field profile [4, 54]

(i) An ultrathin vacuum layer is assumed to be located at the ν-th interface. Then, the
value of the electric field inside this vacuum layer is

E(ω)
ν (ρ, zν) =

∑

Π=s,p

∑

d=±

(
E(ω)

vac,ν,Π,dê
(ω)
vac,Π,d

)
exp[ik

(ω)
0 Nyy], (3.30)

where modal amplitudes E (ω)
vac,ν,Π,d ofA

(ω)
vac,ν ≡ [E(ω)

vac,ν,s,+, E
(ω)
vac,ν,s,−, E

(ω)
vac,ν,p,+, E

(ω)
vac,ν,p,−]T

are calculated by the transmission of modal amplitudes from the ν-th layer to the
vacuum layer

A(ω)
vac,ν = [D(ω)

vac]−1D(ω)
ν A(ω)

ν , (3.31)

where all quantities denoted by “vac” are calculated for vacuum, i.e. with εvac = 1.
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(ii) The z-component of E
(ω)
ν at the ν-th interface is assumed to be the average of field

values in the (ν − 1)-th and ν-th layer in the close vicinity of the ν-th interface

E(ω)
ν (ρ, zν) =

1

2

[
E

(ω)
ν−1(ρ, zν − ε) +E(ω)

ν (ρ, zν + ε)
]

=
1

2

∑

Π=1,2

∑

d=±

(
E(ω)
ν−1,Π,d ê

(ω)
ν−1,Π,d exp[ik

(ω)
0 N

(ω)
z,ν−1,Π,dtν−1] + E(ω)

ν,Π,d ê
(ω)
ν,Π,d

)
exp[ik

(ω)
0 Nyy],

(3.32)
where ε → 0. For the calculation of the SHG electric fields in Chapter 7, I will
use this average approach (ii), because the profile of the permittivity tensor ε(ω)(z)
in real structures is not step-like (as for in an idealized stratified structure), but
is continuous across the interface. As a consequence, the electric field across the
interface is continuous as well.

In the following, it will be useful to express directly the relation between the incoming

Jones vector J
(ω)
0,+ = [E(ω)

0,s,+, E
(ω)
0,p,+]T and the electric field E

(ω)
ν at the ν-th interface. This

relation can be expressed in a compact matrix form

E(ω)
ν (ρ, zν) = X(ω)

ν · J (ω)
0,+ exp[ik

(ω)
0 Nyy], (3.33)

where X
(ω)
ν is the 3× 2 matrix containing generalized incoming Fresnel elements. That is

why, this matrix is called incoming Fresnel matrix. The exponential factor expresses the

lateral dependence of E
(ω)
ν due to the phase variation of the light. The incoming Fresnel

matrix X
(ω)
ν can be written as [Eqs. (3.10)(3.24)(3.28)(3.32)]

X(ω)
ν =

1

2

(
U

(ω)
ν−1P

(ω)
ν−1[Lν−1]−1 + U(ω)

ν [L(ω)
ν ]−1

)
L

(ω)
M+1




tss tsp
0 0
tps tpp
0 0


 , (3.34)

where tij , with i, j = {s, p}, are the transmission coefficients [see Eq. (3.25)]. The U
(ω)
ν

matrix in Eq. (3.34) expresses Eq. (3.10) in a matrix form, i.e. the transformation between

A
(ω)
ν and E

(ω)
ν at the same depth zν

E(ω)
ν (ρ, zν) = U(ω)

ν A(ω)
ν exp[ik

(ω)
0 Nyy]. (3.35)

Using Eq. (3.10), the matrix U
(ω)
ν writes

U(ω)
ν =



ê

(ω)
ν,1,+ · x̂ ê

(ω)
ν,1,− · x̂ ê

(ω)
ν,2,+ · x̂ ê

(ω)
ν,2,− · x̂

ê
(ω)
ν,1,+ · ŷ ê

(ω)
ν,1,− · ŷ ê

(ω)
ν,2,+ · ŷ ê

(ω)
ν,2,− · ŷ

ê
(ω)
ν,1,+ · ẑ ê

(ω)
ν,1,− · ẑ ê

(ω)
ν,2,+ · ẑ ê

(ω)
ν,2,− · ẑ


 , (3.36)

and, for an isotropic medium

U
(ω)
ν,iso =




1 1 0 0

0 0 N
(ω)
z,ν,+/N

(ω)
ν −N (ω)

y /N
(ω)
ν

0 0 N
(ω)
z,ν,−/N

(ω)
ν −N (ω)

y /N
(ω)
ν


 . (3.37)
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3.3 Analytical expressions of magneto-optical effects in the
ultrathin FM film approximation

When calculating the optical response (i.e. reflection coefficients or MOKE) of a multilayer
structure, the exact formula is rather complicated. After some justified simplifications,
one can get a clearer physical meaning of MOKE. For that purpose, the ultrathin FM
film approximation is used. Let us consider only one FM layer in the structure. Then the
approximation assumes that the thickness of the FM layer t(fm) is much thinner than the

light wavelength inside the FM material, i.e. t(fm) � 4πλ(ω)/|ε(fm)
0 | [32, 45, 46, 48, 49, 55,

56]. This assumption simplifies significantly the analytical MOKE formula since, in this
approximation, the FM layer is “invisible” from an optical point of view, and influences the
optical response only through its “magneto-optical” character, i.e. off-diagonal elements
of the permittivity tensor.

3.3.1 Analytical expression of the reflection coefficients for an ultrathin
FM layer

In this Section, the reflection coefficients are expressed in the ultrathin FM film approxi-
mation. The analytical expressions of MOKE will be presented in the next Section 3.3.2.

The ultrathin FM layer, having a tensor permittivity ε(fm) and thickness t(fm), is sand-
wiched between an overlayer of thickness d(nf) and an infinite substrate, both consisting of
the same isotropic non-FM material of permittivity ε(nf) = (N (nf))2. The refractive index
of the superstrate (usually air) is denoted by N (0). The sketch of the considered sandwich
structure and notations of all used variables are presented in Fig. 3.3(a).
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Figure 3.3: Sketch of: (a) a sandwiched FM layer, (b) a multilayer structure composed of a stack of FM
and non-FM layers.

The permittivity tensor of the FM layer ε(fm) has the general form

ε(fm) =



ε

(fm)
0 ε

(fm)
xy ε

(fm)
xz

ε
(fm)
yx ε

(fm)
0 ε

(fm)
yz

ε
(fm)
zx ε

(fm)
zy ε

(fm)
0


 , (3.38)
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where non-diagonal elements are different. The diagonal elements are assumed here to
be equal in order to obtain simple analytic solutions. This approach is usually justified
since the reflection coefficients do not depend much on small variations between diagonal
elements, as it can be seen from Table 3.1.

The analytic expressions of the reflection coefficients are calculated within the 4 × 4
matrix formalism introduced in Sections 3.2.1 – 3.2.4. Since these analytic calculations
are quite complicated, I present here in Table 3.1 only final results (for more details see
for example [46]). The reported expressions are complete up to the first order Taylor
series development in FM layer thickness, i.e., rij = rij/t(fm)=0 + (drij/dt

(fm))t(fm), for

{i, j} = {s, p}. Thus, there is no missing term of higher order in ε
(fm)
ij for i 6= j, and these

expressions are valid even for large ε
(fm)
ij , i 6= j.

The resulting diagonal reflectivity coefficients rss and rpp are expressed by the sum of
individual contributions reported in Table 3.1

rss = r(0)
ss + r(0,t(fm))

ss + r(2)
ss

rpp = r(0)
pp + r(0,t(fm))

pp + r(1)
pp + r(2)

pp ,
(3.39)

where superscripts (0), (1) and (2) denote the perturbation order of reflection coefficients

with respect to the off-diagonal permittivity elements of the FM layer ε
(fm)
ij , i 6= j. All

expressions have been tested numerically. To my knowledge, such calculations of the re-
flection coefficients in the ultrathin FM film approximation has never been reported so
far for a general form of the isotropic permittivity tensor. Usually it is assumed that the
permittivity tensor is antisymmetric, as follows from symmetry arguments when magne-
tization is the alone perturbative term. However, as we shall see later in Chapter 6, for
Vicinal Induced Surface MOKE (VISMOKE), a more general permittivity tensor form is
needed to treat together magnetic (which are antisymmetric) and structural (which are
symmetric) perturbations.

In the expressions of Table 3.1, the coefficient k
(ω)
0 stands for the length of the light

wavevector in vacuum

k
(ω)
0 = 2π/λ(ω), (3.40)

where λ(ω) is the light wavelength in vacuum. The coefficient Q describes the influence of
the non-FM overlayer of thickness d(nf) on MO effects

Q = exp[4iπN (nf)
z d(nf)/λ(ω)]. (3.41)

The variation of Q with both photon energy and incidence angle has some consequences
on the depth resolution of MOKE, studied in detail in Section 5.4 (see Figures 5.1–5.5).
From exact calculations by the 4 × 4 matrix formalism, I have numerically checked that
the accuracy of the ultrathin FM film approximation is better than 1% for t(fm) = 0.1 nm,
and of the order of 5-15% for t(fm) = 1 nm.

3.3.2 Analytical expressions of MOKE in a FM sandwich structure

In this Section, I give the analytical expressions of MOKE in the ultrathin FM film approx-
imation. Although analytical expressions of MOKE have been proposed by many authors
[32, 45, 46, 47, 49, 55], my presentation here introduces two additional new features:
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rps

2ik
(ω)
0 t(fm)QN (0) cosϕ

(N (0) cosϕ+N
(nf)
z )(N (0)N

(nf)
z + (N (nf))2 cosϕ)
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Table 3.1: Reflection coefficients for an ultrathin FM layer sandwiched between an overlayer and an
infinite substrate [presented on Figure 3.3(a)]. The terms k

(ω)
0 and Q are defined by Eqs. (3.40) and (3.41),

respectively. N (nf) =

√
ε

(nf)
0 =

√
N2
y + (N

(nf)
z )2 is the Pythagorean length of the normalized wavevector

inside the non-FM material [Eq. (3.7)]. The final reflection coefficients are given by the sum of all these
partial contributions [Eq. (3.39)].
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(i) MOKE expressions are determined for a general form of the permittivity tensor,
expressed by Eq. (3.38).

(ii) In order to get a better physical understanding of MOKE, I decompose the analytical
expression into χ, Vs,p, Q terms, each of them having a clear physical meaning.

MOKE is defined by Eq.(2.13) as ratios between the reflection coefficients. Using the
expressions of the reflectivity coefficients from Table 3.1, I have expressed s and p-MOKE
as
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(3.42)

where Ny = N (0) sinϕ and N
(nf)
z =

√
ε

(nf)
0 −N2

y correspond to the y and z-components of
the normalized wavevector in the non-FM material.

The three contributions to s-MOKE, Φs, and p-MOKE, Φp [Eqs. (3.42)], are the polar
MOKE (PMOKE), longitudinal MOKE (LMOKE) and “cross-term” MOKE, respectively.
Although PMOKE and LMOKE are well-known contributions, the “cross-term” is often
neglected. This last contribution takes place when

(i) the in-plane magnetization has both transverse and longitudinal components. When

m
(fm)
z = 0 and ϕ = 0, both PMOKE and LMOKE vanish and if it subsists an effect,

this contribution comes from quadratic MO effects [22, 23]

(ii) when a structural off-diagonal permittivity element is present. Then, this “cross-
term”contribution gives rise to a magneto-structural MOKE. In Section 6, we mea-
sured such an effect (we call it VISMOKE) for FM layers grown on vicinal surfaces.

Now, let us comment on the different terms involved in Eq. (3.42). The coefficient χ
has a pure optical origin. It describes the optical influence of the substrate on MOKE at
zero angle of incidence (ϕ = 0):

χ =
4πN (0)

λ(ω)
[
(N (nf))2 − (N (0))2

] . (3.43)

Thus, for ϕ = 0, the first term of Eq. (3.42), iχε
(fm)
yx t(fm), is nothing more that the

PMOKE for an ultrathin FM layer with thickness t(fm), deposited on the top of a non-FM
bulk material.

The quantities (N
(nf)
z /N (nf))Vj and NyN

(nf)/ε
(fm)
0 Vj , with j = {s, p}, describe the

variation of PMOKE and LMOKE, respectively, with the incidence angle ϕ. For s and
p-MOKE, Vs and Vp express as

Vs =
N (nf) cosϕ

N
(nf)
z cosϕ+N (0) sin2 ϕ

, Vp =
N (nf) cosϕ

N
(nf)
z cosϕ−N (0) sin2 ϕ

. (3.44)
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At normal incidence, Vs = Vp = 1.

The coefficient Q = exp[4πiN
(nf)
z d(nf)/λ(ω)] [Eq. (3.41)] accounts for the MOKE atten-

uation with an increase of the thickness d(nf) of the non-FM overlayer. This coefficient is
examined in detail in Section 5.4. Note, that the dependence of Q on the incidence angle
ϕ is very small (about 0.5% per nm of overlayer thickness). Thus, the angular dependence

of MOKE is mostly described by the quantities (N
(nf)
z /N (nf))Vs,p and (NyN

(nf)/ε
(fm)
0 )Vs,p.

Similarly to the discussion concerning reflection coefficients, the MOKE expressed
by Eqs. (3.42) is described completely up to the first order of the Taylor development
(dΦ(1)/dt(fm))t(fm). Thus, in the ultrathin FM film approximation:

(i) Eqs. (3.42) are valid even for large off-diagonal (i 6= j) permittivity ε
(fm)
ij values.

(ii) there is no missing term of higher order for the off-diagonal permittivity ε
(fm)
ij .

Taking into account the dependence of the permittivity tensor ε(fm) on the normalized

layer magnetization m(fm) = [m
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z ] (with |m(fm)| = 1) [10]
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and neglecting the cross-term contribution in Eq. (3.42), one obtains the usual expressions
of MOKE in the ultrathin FM layer approximation [46, 47, 49]
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(3.46)

3.3.3 Analytical expression of MOKE in a multilayer FM structure

The total MOKE Φ(tot) is given by the sum of contributions from all FM layers [ref. [45]
or Eq. (2.17)]. This additivity rule is valid even for thick FM layers. It is a consequence
of the fact that MOKE can be considered as a small perturbation of optical properties.
Thus,

Φ(tot) =
∑

i

Φ
(i)
polm

(fm,i)
z +

∑

i

Φ
(i)
lonm

(fm,i)
y , (3.47)

where Φ
(i)
pol, Φ

(i)
lon denote the saturated PMOKE, LMOKE contributions from the i-th FM

layer, respectively, and m(i) = [m
(i)
x ,m

(i)
y ,m

(i)
z ] the normalized magnetization of the i-th

layer [Fig. 3.3(b)].

If all FM layers together fulfill the ultrathin film approximation (i.e.
∑

i t
(fm,i)|ε(fm,i)

0 | �
4πλ(ω)), and if the spacers, overlayer and buffer consists of the same non-FM material,

then the PMOKE Φ
(i)
pol and LMOKE Φ

(i)
lon originating from a single i-th FM layer can be

expressed by Eqs. (3.46).
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3.4 Conclusion of Chapter 3

In the first part of this Chapter, I have demonstrated that the usual Fourier k-space is
not well adapted to treat the case of radiation of a point dipole (which will be treated
in Chapter 7). Thus, I introduced a q-space which is a Fourier space in the kx, ky-
direction and a real space in the z-direction. Along all this manuscript, I treat the light
propagation in multilayers in this q-space. In the second part, I present the classical
4 × 4 matrix formalism and calculations of reflection coefficients, magneto-optical Kerr
effect (MOKE) and of the profile of the electric field inside a multilayer structure, with
arbitrary magnetized layers. In the third part, I extract the expressions of the reflection
coefficients and MOKE within the ultrathin FM film approximation.





Chapter 4

Magneto-optical properties of
FM/non-FM interfaces

“. . . Parfois l’oiseau arrive vite
mais il peut aussi bien mettre de longues années
avant de se décider . . . ”

This Chapter reports on the application of MOKE calculations to explain experimen-
tal MOKE results obtained from Co/Au interfaces. In a first stage, I present a reliable
description of the MO properties of ferromagnetic (FM)/non-ferromagnetic (non-FM) in-
terfaces using an original procedure based on the dependence of MOKE on the thickness of
the FM layer. The results presented in this Chapter have been already published (Hamrle
et al. [57]).

4.1 Introduction

The structure and properties of buried interfaces between FM/non-FM metals attract con-
siderable attention in the field of thin film magnetism. When the thickness of a FM film is
substantially reduced (down to few atomic layers), the interface effects, and especially the
interface magnetic anisotropy, become more significant and often control a lot of physical
effects. The interface anisotropy can overcome the demagnetizing field effect and favors an
out-of-plane easy magnetization axis [58, 59, 60] or control spin reorientation transitions
[61]. Hence, interfaces have a fundamental importance in practical applications, such as
perpendicular magneto-optical recording [43], giant magnetoresistance sensors [62], and
random access memories [63].

The interface anisotropy is mainly of electronic origin and primarily related to the
spin-orbit coupling interaction from which originate both linear magneto-optical (MO) and
non-linear MO effects (Section 2.3). One therefore obviously expects that such interface
effects should modify MO properties of FM multilayer systems. From an experimental
point of view, the MO properties of interfaces can be more directly studied by means of
MOSHG [1, 2], which is sensitive to the breaking in structural symmetry, and consequently
selectively dependent on properties of interfaces and surfaces. Up to now, little attention
has been paid to linear MOKE induced by FM/noble metal interfaces. This is due to
the fact that no MOKE technique was proposed before to separate MO properties coming
from the bulk of the FM layer and FM/non-FM interfaces. Until recently, the MOKE
interface contribution was deduced from the analysis of the MOKE variation with the FM

43
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film thickness. There are experimental evidences that the extrapolation of MOKE to zero
FM film thickness is non-zero. Its value is called MOKE interface contribution. This was
observed, for example, in Au/Co/Au sandwich structures [42], and in Pd/Co/Pd [64] and
Pt/Co/Pt [65] wedges. The non-zero extrapolation of the MOKE signal was assigned to
the contribution of FM/non-FM interfaces.

Usually, it is possible to deduce MO properties of the interfaces by, e.g., fitting the
experimental data to a theoretical model [66]. However, in most cases, this is not accurate
enough since it requires the precise knowledge of optical parameters of all other layers
involved in the multilayer structure. The interface contribution, for a given wavelength,
depends upon several parameters, such as the angle of incidence, the initial light polar-
ization, optical properties and thickness of the sandwiching layers, etc. Consequently, it
is not straightforward to interpret the MO data to extract interface contributions.

Theoretical models, based on an ideal multilayer structure (i.e. for a step-like profile of
optical properties) predict that MOKE cancels when the FM layer thickness goes to zero,
in contradiction with experimental observations. Concerning the change of the electronic
structure at the FM/non-FM interfaces, it can be explored by ab-initio calculations. In
principle, there are two possible approaches to this problem.

• In the first approach, the periodic multilayer structure is considered as an artifi-
cial superlattice, i.e. as a new bulk material. It has been satisfactorily applied to
Cu/Co [67], Pd/Co [68] and Au/Fe(001) [69] superlattices. Although this is a quite
straightforward method, it does not provide spatially resolved information about the
electronic interactions at the FM/non-FM interfaces.

• The second approach introduces interface interlayers. In this case the multilayer
stacking is always considered, but the sharp interfaces between the FM and non-
FM materials are substituted by very thin interface layers. This approach allows to
include phenomenologically FM/non-FM interface hybridization, strains, effects of
stray fields, interface roughness or alloying, etc. Due to a rapid progress of ab-initio
calculations, the interface interlayer approach is even more fruitful than originally
expected. A fully relativistic formalism has recently been developed by Huhne and
Ebert [26] to define a layer-resolved frequency-dependent optical conductivity tensor
in arbitrary layered system. It can be therefore expected that, in a very near future,
it will be possible to make a direct link between the microscopic ab-initio calculations
and phenomenological interface interlayer models.

In this Chapter, I refine the analysis of the MOKE variation with the FM film thick-
ness in order to account for the experimental results. Moreover, I introduce the deviation
of the integral off-diagonal permittivity (described by EA) from the ideal step-like per-
mittivity profile to describe the MO properties of the buried FM/non-FM interfaces that
may be deduced straightforwardly from the experimental data. It is demonstrated that
this quantity is independent on the incidence angle of the incoming light, its polarization
(s or p) and the thicknesses and the optical parameters of sandwiching layers. Provided
that the off-diagonal permittivity elements of the inner part of the ferromagnetic layer
are known, this quantity can be used for evaluating the off-diagonal elements of the per-
mittivity tensor of interface interlayers. Furthermore, our technique can be used both for
polar and longitudinal geometries of the multilayer magnetization.
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This Chapter is organized as follows. In Section 4.2, I summarize analytical formula
describing polar MOKE (PMOKE) in structures containing ultrathin magnetic films. In
Section 4.3, I introduce integral MO characteristics of the structure which are subsequently
used to derive a relation between the optical parameters and the experimental character-
istics of the FM/non-FM interface. Section 4.4 summarizes sample preparation and its
structural and magnetic properties. Section 4.5 describes experimental procedures used to
extract the interface contributions from the total MOKE and presents the MO parameters
of the interface. Finally, simple models describing the contributions of the FM/non-FM
interface to MOKE are discussed in Section 4.6.

4.2 Experimental PMOKE in a sandwich structure: realis-
tic analytical description

As follows from experiments, at small FM layer thickness, the complex MOKE Φ can,
to some extent, be described by a linear function of the FM film thickness t(fm), i.e. Φ ∼
B t(fm), where B is a complex number. The exact linearity is predicted by simplified models
[49, 32, 46, 70, 71] based on the ultrathin FM film approximation (see Section 3.3.2). The
ultrathin FM film approximation is derived under the following assumptions (Section 3.3):

(i) The in-depth optical profile of the multilayer structure is step-like, i.e. all layers are
assumed to be optically homogeneous and separated by sharp planar interfaces.

(ii) The FM layer is ultrathin, i.e. its thickness is assumed to be t(fm) � λ/(4π|N (fm)|),
where N (fm) is the complex refractive index of the FM film and λ the wavelength of
the probing light in vacuum. For example, at λ = 300 nm, the thickness t(fm) of an
ultrathin Co film (|N (fm)| ≈ 2.7) has to be much thinner than 9 nm.

Because the conditions (i) and (ii) are not always perfectly fulfilled in real structures, I
propose that the linear expression of Φ has to be corrected by a constant and a quadratic
term, i.e.

Φ(t(fm)) = A+B t(fm) + C
(
t(fm)

)2
. (4.1)

The coefficients A, B and C are, in general, complex numbers. A accounts for the fact that
the actual profile of the off-diagonal element of the permittivity tensor is not described
by a step-like function of the depth coordinate across the multilayer stack. The quadratic
term is mainly related to the change of the diagonal reflection coefficients rss, rpp, with

the FM layer thickness (ref. [32, 70] or terms r
(0,t(fm))
ss , r

(0,t(fm))
pp in Table 3.1).

In the following, I limit myself to the PMOKE case, i.e. when the magnetization of the
FM layer is perpendicular to the film surface (M ‖ ẑ). For an ideal sandwich structure
consisting of an homogeneous ultrathin FM layer of thickness t(fm), PMOKE [Eq.(3.42)]

is proportional to the off-diagonal element ε
(fm)
1 of the permittivity tensor

Φs/p = χ̃s/p ε
(fm)
1 t(fm) = χ̃s/p E , (4.2)

where χ̃s/p = −χVs/pQN (nf)
z /N (nf); all the involved coefficients are defined in Section 3.3.2

(page 37). The newly introduced coefficient E = ε
(fm)
1 t(fm) will be called integral off-

diagonal permittivity. Please, don’t confuse it with Eν,Π,d which represents the modal
amplitude.
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The terms E and χ̃ are related to the optical and MO properties of the ultrathin FM
layer itself and the optical properties of the rest of the sandwiching layers, respectively.

PMOKE described by Eq. (4.2) does not depend on the diagonal optical permittivity

ε
(fm)
0 of the ultrathin FM layer. Consequently, the MO signal should not depend on its

variation near the FM/non-FM interface. On the other hand, for ultrathin FM films, it

is the off-diagonal permittivity ε
(fm)
1 that contributes to PMOKE. Consequently, PMOKE

depends on the variation of ε1(z) across the FM layer. The details of this dependence and
its variation with the shape of the ε1(z) profile are discussed in the following section.

4.3 Interface contributions and integral off-diagonal permit-
tivity excess

The description of the FM/non-FM interface by a step-like profile of the off-diagonal
permittivity is unsatisfactory to account for the non-zero MO effect, when the FM layer
thickness is extrapolated to zero. For real interfaces, it is possible to approximate the FM
layer and its MO active surrounding by a stack of infinitesimally thin sublayers of thickness

t(i) with different off-diagonal permittivity ε
(i)
1 . Due to its additive character [45], the total

PMOKE of the stack of FM sublayers is a sum of the individual contributions from all

these sublayers, i.e. Φ =
∑

Φ(i) =
∑
χ̃(i)ε

(i)
1 t(i). This situation is depicted on Fig. 4.1. If

the total thickness of all sublayers
∑
t(i) satisfies the ultrathin FM film approximation,

χ̃(i) is constant for all sublayers and will be noted by χ̃. Consequently, the total PMOKE
can be expressed by

Φ = χ̃
∑

i

ε
(i)
1 t(i) ≡ χ̃ E . (4.3)

From the previous equation, one can see that the stack of discrete sublayers can be sub-
stituted by a continuous medium characterized by an adapted profile of the off diagonal
permittivity ε1. Then, the expression of PMOKE can be written in its integral form

Φ = χ̃

∫

MO active region
ε1(τ) dτ ≡ χ̃ E . (4.4)

The quantity E represents the total MO response of all magneto-optically active sublayers.
This is why it has been called integral off-diagonal permittivity.

Several types of off-diagonal permittivity profiles ε1(τ) across the non-FM/FM/non-
FM sandwich can be proposed. Depending on the level of simplification, they can be
divided into three categories (Fig. 4.1):

(a) The first one corresponds to an ideal step-like profile. In this case, the partial MO
contributions are constant across the thickness of the FM film t(fm) [Fig. 4.1(a)], and
the total PMOKE is expressed by Φideal = χ̃ E = χ̃ ε1

(fm)t(fm) with Φideal → 0 if
t(fm) → 0.

(b) In the second case, the profile of ε1(τ) is assumed to be composed of three parts
[Fig. 4.1(b)]. In the part 1, the value of ε1(τ) is equal to the bulk value of the

sandwiching non-FM layers, i.e. ε1(τ) = ε
(nF)
1 = 0. In the part 2, ε1(τ) is equal to

the bulk value ε
(fm)
1 of the FM layer, independently of its thickness t(fm). In the
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Figure 4.1: Schematic representation of three different profiles ε1(τ) of the off-diagonal optical permit-
tivity tensor elements in a sandwich non-FM/FM/non-FM structure. The case (a) represents the simplest
step-like profile for which MOKE Φ is proportional to t(fm). In the case (b) the off-diagonal permittivity
changes gradually in the non-FM/FM interface regions 3 and stays constant in the inner part 2 of the FM
layer. The case (c) represents a general profile ε1(τ).

part 3, which corresponds to the FM/non-FM interface transition region, the profile
is described by a smooth function which is independent on t(fm). Consequently,
Equation (4.4) leads to

Φ = χ̃E = χ̃(EA + ε
(fm)
1 t(fm)) = ΦA + Φideal. (4.5)

The quantity EA introduced in Eq. (4.5) will be referred as the integral off-diagonal
permittivity excess, because it describes the difference between the integral off-
diagonal permittivity of the real and step-like profiles, i.e.

EA = E − ε(fm)
1 t(fm) =

∫

MO active region
ε1(τ) dτ − ε(fm)

1 t(fm). (4.6)

(c) In the third case, the off-diagonal permittivity ε1(τ) is described by a function de-
pending on the position across the sandwich structure [see Fig. 4.1(c)]. In this case,
the integral off-diagonal permittivity E is a general function of t(fm). Although the
function has an arbitrary form, it can be approximated by an expression similar to
Eq. (4.5), i.e.

E(t(fm)) =

∫

MO active region
ε1(τ, t(fm)) dτ ≈ E ′A + ε′1

(fm)
t(fm), (4.7)

where ε′1
(fm) and E ′A are some effective values of the off-diagonal permittivity and its

corresponding integral excess.
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In the following we will consider the case (b) of a profile composed of three parts
[Fig. 4.1(b)]. For comparing the theoretical [Eq. (4.5)] and experimental [Eq. (4.1)] de-
pendences of the PMOKE on the FM layer thickness up to the linear term, it is convenient
to consider the following ratio between coefficients of Eq. (4.1):

A

B
=
EA
ε

(fm)
1

(4.8)

This expression shows that the experimentally measured ratio A/B is directly related to
the deviation of the integral off-diagonal permittivity (described by EA) from the ideal
step-like permittivity profile. This is the key point of the proposed method to analyze the
MO interface contributions.

I list below the predicted advantages of the use of the A/B ratio for investigating
interfaces:

(i) It is directly determined from the experimental FM thickness dependence of PMOKE.

(ii) From the definition of EA given by Eq. (4.6), it follows that the A/B ratio is indepen-
dent on the exact profile of the off-diagonal permittivity distribution ε1(τ) across the
interface region. Its value is given by the difference between the integral off-diagonal
permittivity of the real and step-like profiles, provided that the ultrathin FM film
approximation is fulfilled.

(iii) In the ultrathin FM film approximation, this A/B ratio describes the MO properties
of the FM/non-FM interface. It does not depend on the incidence angle and on
the polarization state of the probing light. It is also invariant with respect to other
characteristics of the studied structures, such as the thickness and optical parameters
of the non-FM sandwiching layers.

(iv) Although Eq. (4.8) was derived for a sandwich structure containing only a single
ultrathin FM layer, it should be emphasized that it is also valid for stacks of identical
ultrathin FM layers embedded in the same non-FM material, providing that the
thickness of all FM layers together fulfills the ultrathin FM film approximation. We
will extend this result to a bilayer FM structure. Because of its additive character,
the measured MOKE is a sum of contributions originating from both FM layers, i.e.

Φ = Φ1 + Φ2 = χ̃1E1 + χ̃2E2. (4.9)

If the layer thickness and magnetic properties of both FM layers are identical, i.e.
E1 = E2 = E , the total MOKE is the product of the integral off-diagonal permittivity
E by the effective optical term χ̃′, given itself by the sum of the individual optical
terms χ̃1 and χ̃2, i.e.

Φ = χ̃′E , χ̃′ = χ̃1 + χ̃2. (4.10)

From an experimental point of view, for this particular kind of FM bilayer, the
dependence of the total MOKE on the individual FM layer thickness can be again
described by an equation analogous to Eq. (4.1):

Φ = A′ +B′ t(fm) + C ′
(
t(fm)

)2
. (4.11)
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Similarly as for Equation (4.8), the comparison of Eq. (4.10) and (4.11) results in the

equality between the experimentally obtained value of A′/B′ and the ratio EA/ε(fm)
1 ,

where EA is calculated as in Eq. (4.6).

(v) The approach described above can also be used for ultrathin FM layer structures
with in-plane magnetization. In this case, the off-diagonal permittivity is given by

ε
(fm)
1 = −iε(fm)

xz = iε
(fm)
zx . The longitudinal MOKE (LMOKE) is proportional to the

ratio between the off-diagonal and diagonal permittivities of the ultrathin FM film
[Eq. (3.42)], i.e.

Φlon,s/p = ±χQVs/pNyN
(nf) t(fm)

(
ε

(fm)
1

ε
(fm)
0

)
, (4.12)

where plus and minus correspond to s and p-LMOKE respectively. Parameters
equivalent to E and EA can be defined in the longitudinal case by

Elon =

∫
ε1(τ)

ε0(τ)
dτ,

EA,lon =

∫
ε1(τ)

ε0(τ)
dτ − ε

(fm)
1

ε
(fm)
0

t(fm),
(4.13)

and thus the ratio (A/B)lon can be written as

(
A

B

)

lon

= EA,lon
ε

(fm)
0

ε
(fm)
1

. (4.14)

(vi) The equations (4.4) and (4.6) show that the interface contribution to the total MOKE
can be quantified by the integral off-diagonal permittivity excess EA. In order to
include the interface contributions into the multilayer model (Section 3.2 or ref. [46,
41]), one can introduce additional ultrathin transition interface layers located at all
FM/non-FM interfaces. These interface layers have to be chosen so that they must
include the total integrated permittivity excess EA. To demonstrate our predictions,
it is practical to use very simple interface structures. A reasonable choice is to
consider two identical interface layers having the diagonal permittivity of the FM
layer. These interlayers have an equivalent thickness t(in) [for example t(in) = 1 AL
(Atomic Layer)] and are located at both sides of the FM layer (see Figure 4.2). For

t(fm)

t(in)

t(in)

ε
(fm)
1

ε
(fm)
1 + ∆ε

(in)
1

ε
(fm)
1 + ∆ε

(in)
1

Co

Co interface

Co interface

Au

Au

Figure 4.2: Sketch of interface layers of thickness t(in) located at both sides of the FM layer.
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these interlayers, the off-diagonal permittivity ε
(in)
1 differs from zero by a quantity

∆ε
(in)
1 =

EA
2 t(in)

. (4.15)

The factor 2 is introduced at the denominator to distribute the total excess between
the two interface layers. Because the integral off-diagonal permittivity excess EA is
related to the ratio A/B through Equation (4.8), one obtains

∆ε
(in)
1 =

ε
(fm)
1

2 t(in)

A

B
. (4.16)

With these interlayers one can reproduce the experimental data down to the limit
of t(fm), for which the part 2 in Fig. 4.1(b) disappears.

4.4 Preparation and properties of Co/Au(111) samples

4.4.1 Elaboration

The studied Co/Au(111) ultrathin film structures were prepared by thermal evaporation
in an ultra-high vacuum chamber (10−10 Torr range), either at the “Institut d’Optique”
(D. Renard) or at the “Institut d’Electronique Fondamentale” (P. Beauvillain).

First, a 24 nm-thick Au(111) textured fcc polycrystalline buffer layer was deposited
at room temperature on a float glass substrate at a rate of 0.2 nm/s and subsequently
annealed at 175◦C. After this thermal treatment, the average lateral crystallite size of the
buffer layer was 100 nm and the atomically flat terraces, separated by monoatomic steps,
had a 30 nm average width. The average rms roughness of the Au(111) surface, measured
by Atomic Force Microscopy over a 10µm×10µm area, was about 0.5 nm (2 AL), confirmed
by low-angle X-ray diffractometry on the entire surface of the sample [72]. Onto this
annealed buffer, a 3 nm thick Au layer was deposited at room temperature. Low-angle X-
ray diffractometry showed that this additional Au layer has the same fcc crystallographic
structure as the annealed buffer layer. This last Au layer provides a long range smoothing
of the surface, and suppresses in part imperfections due to grain boundaries. However, as
we shall see later, we have not found any clear difference between the A/B ratios measured
for specimens either covered or not by this additional Au layer.

On the high-quality Au(111) buffer layers, the Co layer is grown at room temperature
at a deposition rate of 0.005 nm/s. Due to the large misfit between the Au and Co lattices
(14%), the Co film grows initially in a double-layer mode. The Co film becomes continuous
for t(Co) = 2 − 3 AL (0.4 − 0.6 nm). No variation of the Co surface roughness has been
observed up to 15 AL (3 nm) [72]. These results are coherent with resistivity measurements
on our samples during the Co layer growth [73] and consistent with previous STM studies
of the Co growth mode on a reconstructed Au(111) surface [74].

The Co film exhibits a (0001) hexagonal close-packed (hcp) structure, as checked on
a few-nm-thick Co film by TEM and by 59Co nuclear magnetic resonance [75]. 80-85% of
the Au-Co interface misfit is relaxed, while remaining 20-15% give strains [76]. Finally,
the Co film was covered by an ultrathin gold overlayer, grown at room temperature at
a deposition rate of 0.05 nm/s. The rms roughness of the top Au-Co interface is estimated
to 3 AL (0.6 nm), the Co crystallites having a mean lateral size of about 7 nm [72]. These
results agree with the data of cross-section TEM of Au-Co interfaces [77]. Note that a clear
demixing between Au and Co was previously evidenced [78].
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4.4.2 Details of the investigated samples

MO experiments were carried on three Au/Co structures with stepped-wedge Co layers.
The samples are referred as the “sandwich X”, “sandwich Y” and “Co bilayer Z” and their
structure presented on Table 4.1.

sample notation sample structure thicknesses of Co layers t(Co)

sandwich X
Au(5 nm)/Co(t(Co))/Au(27 nm)/float
glass substrate

0.4, 0.6, 0.7, 0.8, . . ., 1.5, 1.6 nm

sandwich Y
Au(7.5 nm)/Co(t(Co))/Au(28 nm)/float
glass substrate

0.7, 0.8, 0.9, 1.0, 1.1, 1.2 nm

Co bilayer Z
Au(5 nm)/Co(t(Co))/Au(1.3 nm)/
Co(t(Co))/Au(27 nm)/float glass
substrate

0.34, 0.7, 0.9, 1.1, 1.3, 1.5, 1.9 nm

Table 4.1: Structures of the studied Au/Co samples.

For sandwiches X and Y, each Co layer step on the wedge has a width of 3 mm; it
was 4 mm for the Co bilayer Z. The samples X and Z were prepared by the procedure
described in the previous Section 4.4. The sample Y was prepared in a different UHV
chamber by a very similar procedure [78], but without an additional thin layer (3 nm) of
Au on the standard annealed Au buffer.

4.4.3 Magnetic properties of the Co/Au(111) system

The magnetic properties of the Co/Au(111) system are the following: when increasing the
Co layer thickness, the magnetic anisotropy is reduced so that the magnetization exhibits
a reorientation transition from out-of-plane to in-plane for a Co thickness close to 2 nm at
room temperature [75, 79]. Its exact value depends on the film quality and on the roughness
of the Au/Co interface. It was shown that this transition is due to the coexistence of both
out-of-plane and in-plane magnetized domains, and not to a pure canted state of the
magnetization vector [80]. Furthermore, the room temperature coercive field Hc decreases
when increasing the Co thickness [81], as a consequence of weaker domain wall pinning.

For a double Co-layer structure, Au/Co/Au/Co/Au(111), the oscillatory coupling be-
tween the Co layers is either FM or anti-FM depending upon the thickness of the Au
spacer. An anti-FM coupling is present for Au thicknesses between 4 to 6 AL (1 to 1.5 nm)
and 9 to 12 AL (2.25 to 3 nm) [79].

4.5 Experimental procedures and results

4.5.1 Procedures

In order to obtain informations about Co/Au(111) interfaces, reliable to our formal de-
scription, we measured MOKE spectra to deduce the spectral dependence of the A/B
ratio. The PMOKE spectra of the Co/Au(111) system were previously studied [32, 42].
The PMOKE dependence on the incidence angle was reported in [82].
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Spectroscopic PMOKE measurements have been performed by two equivalent methods.
Samples X and Z were investigated in Praha by a MO set-up using Faraday rotators with a
feedback compensation (Section 2.4.3). The sandwich Y was investigated at the Institute
d’Electronique Fondamentale, Orsay, by a MO set-up based on the modulation of the
polarization state of the light by a photoelastic modulator (Section 2.4.1). The precision
of both techniques was of the order of 10−4 deg.

The PMOKE measurements (H ‖ ẑ) were performed in the following geometries (Ta-
ble 4.2), in a magnetic field of 0.15 T after pre-magnetizing it at saturation with a pulse
of field of 0.56 T, applied during 1 s. The PMOKE value was deduced from the difference
between MO signals for two opposite orientations of the magnetic field.

sample s-MOKE p-MOKE ϕ

sandwich X no yes 7◦, 60◦, 80◦

sandwich Y no yes 5◦

Co bilayer Z yes yes 7◦, 60◦, 70◦, 80◦

Table 4.2: Kerr configurations and angle of incidence ϕ used to study the different samples.

The small Au diamagnetic MO contribution was measured separately on a part of the
specimen where t(Co) = 0 nm, and subtracted from the experimental PMOKE for nonzero
t(Co) values.

4.5.2 Experimental results and fitting of the A/B ratio

Single FM layer: Typical variations of the PMOKE rotation and ellipticity data with
cobalt layer thickness t(Co) in Au/Co(t(Co))/Au(111) sandwiches are shown in Fig. 4.3.
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Figure 4.3: Typical experimental variation of the p-PMOKE rotation (full circles) and ellipticity (open
circles) data with the thickness of the Co layer in the sample X, measured at a photon energy of 3.45 eV,
at nearly normal incidence (ϕ = 7◦). The data used for the linear fitting procedure after subtraction of
the non-linear contribution, as described in the text, are plotted by full or open triangles.

The dependence on t(Co) is generally better described by a parabolic function [Eq. (4.1)].
In spite of the low value of the C coefficient, the introduction of the quadratic term
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Figure 4.4: Experimental spectra of the PMOKE for the sample Z with two identical Co layers of
thickness t(Co) = 1.3 nm. The spectra are represented for incidence angles ϕ = 7◦ (squares) and ϕ = 70◦,
where s-MOKE Φs and p-MOKE Φp are displayed by triangles and inverted triangles, respectively.

C(t(fm))2 in Eq. (4.1) improves the accuracy on the deduced values of the A and B co-
efficients. This correction is introduced to obtain an accurate data analysis. The fitting
procedure was carried out for cobalt layer thickness in the range of 0.7–1.4 nm (i.e. 3.5–
7 AL) over which the surface morphology of the Co film remains quite identical. For
thinner cobalt layers, the experimental data exhibit quite large deviation from the quasi-
linear dependence of Φ on t(Co) [72]. This deviation comes mainly from the fact that the
magnetic anisotropy changes sign for t(fm) ≥ 7 AL and a large field is required to reach
saturation of the sample magnetization [83]. For the used applied magnetic field, the
magnetic saturation can not be completely reached for t(fm) ≥ 7 AL. As a consequence,
the Co films exhibit a smaller PMOKE (a larger curvature in Fig. 4.3) than expected
for a saturated sample. For Co thickness smaller than 7 AL, best fits are obtained using

a non-linear term C
(
t(Co)

)2
[Eq. (4.1)] estimated theoretically from the optical multilayer

model (Section 3.2). For this calculation, the optical data of Au [42] and Co [84] were
used and the MO coefficient for Co deduced from the experimental PMOKE measured on
thick Co films [85]. The coefficients A and B were then determined from the experimental

data, after subtracting the calculated non-linear term C
(
t(Co)

)2
. In other words, the data

Φ− C
(
t(Co)

)2
has been fitted by the linear function A+B t(Co).

FM bilayers: Figure 4.4 shows typical experimental spectra of PMOKE rotation and
ellipticity obtained for the bilayer Z with t(Co) = 1.3 nm. As expected, the spectra exhibit
clear spectroscopic structures near 2.5 eV, associated with the gold plasma edge. This is
a well-known effect induced by the optical properties of the buffer layer, which was first
evidenced by Katayama et al. in the Fe/Cu system [86]. For the present Au/Co system,
PMOKE was initially analyzed by Š. Vǐsňovký et al. [32, 42].

When PMOKE Φs and Φp spectra obtained at nearly normal incidence, ϕ = 7◦, are
compared with PMOKE spectra for larger angles of incidence (e.g., for ϕ = 70◦, as shown
in Fig. 4.4), a significant qualitative difference is observed. Such a difference results from
the angular dependence of the Fresnel reflection coefficients, especially in the vicinity of the
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Figure 4.5: Experimental spectra of the coefficients A (a) and B (b) obtained from the data of PMOKE
measured on the specimen Z, examples of which are shown in Fig. 4.4. The spectra are displayed for the
angles of incidence ϕ = 7◦ (squares) and ϕ = 70◦ (triangles for Φs and inverted triangles for Φp). The
typical error bars are shown for the angle of incidence ϕ = 7◦ and correspond to the standard deviation
of the linear fit, as described in Sec. 4.5. The error bars for the other curves have similar magnitude and
were omitted.

total reflection angle of incidence. It should also be noted that qualitatively, the PMOKE
spectra are proportional to the cobalt layer thickness t(Co). We do not observe any clear
features associated with the presence of quantum well states in the FM Co layer, as already
reported in other systems [87]. Note that the Au protective layer is thick enough, so that
the contributions of quantum well states to PMOKE can be neglected in this Co layer
[88].

A linear regression analysis of the PMOKE variation with t(Co), performed after the
subtraction of the quadratic contribution, provides spectra of the A and B coefficients
[Figures 4.5(a)(b)]. As expected from the theoretical background reported in Sec. 4.3, the
spectra of the A coefficient should vary significantly with the angle of incidence and with
the polarization state of the incident light in the vicinity of the Brewster angle. This is
due to the fact that A is proportional to χ̃, as expected from the comparison of Eqs. (4.1)
and (4.5). Indeed, such large variations are clearly observable in Fig. 4.5(a). The spectra
of the B coefficient have nearly the same shape as those of PMOKE in the same geometry.
This is due to the fact that the term B t(Co) in Eq. (4.1) dominates the PMOKE.

Figure 4.6 shows the spectra of the ratio A/B, determined from the analysis of the
experimental data obtained on the bilayer Z, for different angles of incidence ϕ and two
incident polarizations. The larger experimental errors on the A/B ratio for large photon
energies are due to smaller absolute values of the A and B coefficients at these energies.
The ratio A/B exhibits only a weak (within the error bars) dependence on the angle of
incidence ϕ, as predicted in Section 4.3. On the other hand, a slight difference between
the values corresponding to s and p polarized incident light is evidenced. This difference
is especially clear for photon energies higher than 3 eV. In order to explain the origin of
the difference between the values corresponding to s and p polarized incident light (Fig-
ure 4.6), numerical analysis of the A/B ratio deduced from the Φp and Φs observables was
performed. The experimental data were simulated by a model using interface interlayers,
as described in Sec.4.3. In the simulation, the polarization dependence of the A/B ratio
was found to be much smaller than that shown in Fig. 4.6. This points out that the ob-
served difference does not originate from the ultrathin FM film approximation employed
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Figure 4.6: Real (a) and imaginary (b) parts of the A/B ratio obtained from s-MOKE Φs (empty
symbols), p-MOKE Φp (filled symbols) measured on the Co bilayer Z at different angles of incidence. The
error bars display typical standard deviations, as obtained from the linear regression procedure described
in Sec. 4.5.
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Figure 4.7: Real (a) and imaginary (b) parts of the experimental ratio A/B for all three studied Au/Co
specimens. Each curve was obtained as an average of all experimental spectra of the A/B ratio available
for each specimen.
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Figure 4.8: Real (a) and imaginary (b) parts of the quantity ∆ε
(in)
1 acquired from all studied Au/Co

structures. They are compared with the bulk values of the off-diagonal permittivity of Co and Au (solid
lines). The Au/Co interface interlayer was assumed to have a thickness t(in) = 1 AL (0.2 nm).
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here to analyze the data. Note that for this sample, the thickness of the Au interlayer
separating the two Co layers is only 6.5 AL (1.3 nm); this value is not so far from the end
of the decay length of the oscillatory exchange coupling in the Au/Co/Au/Co/Au(111)
system [79]. One can therefore expect that there will be still a weak MOKE contribution
of the spin-polarized quantum well states in this Au layer [89, 90] which can be sensitive
to the incident polarization. Because we do not have a precise microscopic model of the
interface, we cannot assign the origin of this difference. Another possible reason for this
discrepancy could be a small systematic error between the experimental data measured
for both polarizations.

Comparison of all samples: Figure 4.7 compares the spectra of the A/B ratios for
the Au/Co interface contributions obtained for all studied samples. The resulting data
are averages of all A/B ratios obtained for all specimens. Their spectra show very similar
features. The A/B ratio exhibits a significant change in slope near 2.5 eV, i.e. around
the plasma edge of gold. This change is not an artifact of processing of the experimental
PMOKE spectra, but is more related to a characteristic spectroscopic structure in this
energy region. It shows that the MO characteristics of the Au/Co interface are influenced
by the optical properties of gold.

It should be emphasized that Figure 4.7 contains valuable experimental results. These
results can be compared with theoretical calculations which provide the complex MO
observables, i.e. the PMOKE rotation and ellipticity. To obtain the A/B ratio, it is
enough to consider a similar procedure to that used for the treatment of our experimental
data.

From the experimental A/B data and using Eq. (4.16), the spectral variation of the

quantity ∆ε
(in)
1 defined as the permittivity excess for the interface layer in Eq. (4.15), is

obtained (Figure 4.8). In the calculation, one assumes t(in) = 1 AL (0.2 nm).

4.6 Modeling of the Au/Co interface and discussion

We have already separated the contribution of the FM/non-FM interfaces from the total
PMOKE. Let us now discuss its possible origins. As it has been mentioned in the introduc-
tion, there are several effects which can be responsible for the MO interface contributions.
The most interesting one is that related to the hybridization of the electronic wavefunc-
tions of neighboring Au and Co monoatomic layers at the Au/Co interface [42]. In a
simple macroscopic formalism one of course cannot evaluate this interface contribution.
From the theoretical side, and to our knowledge, up to now there is no available ab-initio
calculation of the effect of the Co/Au interface hybridization on optical properties. Other
possible mechanisms can also contribute to the interface MO term in real samples and
cannot be a-priori neglected. In this Section, we show how they can be included in the
general formalism and compared with the experimental data of the A/B ratio spectra
(Fig. 4.9).

4.6.1 Disorder at the interfaces

In the absence of any universal optical and MO theory in the presence of rough interfaces,
we consider a simple interpretation of the Au/Co/Au data. It is well known that Co and
Au do not intermix together (Sec. 4.5 or [78]). Thus, from a structural point of view, only
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Figure 4.9: Real (a) and imaginary (b) parts of the A/B ratio calculated for (i) the short range roughness
contribution of the Co layer surface (over the thickness t(in) = 0.4 nm), computed by using the Effective
Medium Approximation (EMA), (ii) the contribution of the Co thickness variation σ(fm) = 0.6 nm, and
(iii) the modified magnetic moment m(in) = 0.9 of one Co monolayer of thickness t(in) = 0.2 nm.

the interface roughness has to be considered. There is a significant difference between the
nature of the two involved Au/Co interfaces (Section 4.4). The top one is locally more
perturbed (short and long range disorder) than the deeper one, which is rough only over
large distances. So, in order to model both interfaces, we distinguish between short and
long range roughness. The short range roughness (upper Au/Co interface) takes place at
the range of few atomic distances and can be modeled in the framework of the Bruggeman
Effective Medium Approximation (EMA) [91, 92]. In spite of its different origin, the
calculation will be the same as for a real Co-Au intermixing. In counterpart, the effect
due to roughness at a longer range may be estimated independently, and accounts for
both interfaces through the spatial variation of the Co layer thickness. The thickness
variation of the Au overlayer and the roughness of the air/Au interface give negligible MO
contributions.

Short range roughness: Consider the interfacial contribution due to the short range
roughness. It can be described within the Effective Medium Approximation. Let the
parameter x be a volume ratio of cobalt in the mixture. Then, the permittivity deviation

is ∆ε
(in)
1 = ε

(mix)
1 − xε(fm)

1 . By using Eq. (4.16), the A/B ratio can be expressed as

(
A

B

)

mix

= 2 t(in)

(
ε

(mix)
1

ε
(fm)
1

− x
)
, (4.17)

where ε
(mix)
1 is the off-diagonal permittivity of the mixture.

The short range roughness effect was calculated assuming an interface thickness t(in) =
2 AL (0.4 nm) that corresponds to the local peak to peak roughness of the upper Au/Co
interface. The MO effects due to this contribution are depicted in Fig. 4.9, assuming a
hypothetical Au0.5Co0.5 interface layer. When changing interlayer concentration by ±20%,
the spectral variation of the A/B ratio does not change significantly. The calculated
spectral variation of the A/B ratio has some similarities to the experimental data, but
its magnitude is smaller than that observed. Thus, this contribution alone is unable to
explain the main part of the interface MO contribution.
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Variation of the Co layer thickness due to long range roughness: The most
important effect due to the long range roughness is related to the variation of the Co layer
thickness. This model assumes that the interfaces of the Co layer are not ideally flat, but
consist of flat areas (terraces) separated by steps. In our case, the terraces are quite large
(tens of nanometers), but are much shorter than the light wavelength. Then, the specimen
can be modeled as an assembly of close microscopic structures with different Co thickness.

The distribution g(i) (
∑
g(i) = 1) of cobalt layer thickness is determined by the mean

value of the cobalt thickness t(fm) =
∑
t(i)g(i) and by its mean square deviation σ(fm) =(∑

g(i)(t(i) − t(fm) )2
)1/2

. The macroscopic reflection coefficients (and thus PMOKE Φs =
−rsp/rss, Φp = rps/rpp) are determined as a weighted average of the reflection coefficients

which are calculated for different cobalt layer thicknesses ruv =
∑
g(i)r

(i)
uv , (the subscripts

u, v stand for s or p polarization).

The dependence of the A term (or of the A/B ratio) on the total roughness is quadratic

(A ∼ σ(fm)2
) [82]. The quadratic increase of this contribution with σ(fm) is obvious because

the linear terms cancel after averaging. Moreover, if both Au/Co interfaces display uncor-
related roughness σ1 and σ2, then the Co layer thickness variation is σ(fm) = (σ2

1 + σ2
2)1/2.

On the other hand, if both interfaces have identical and fully correlated roughness, then
σ(fm) = 0. In our samples, both Au/Co interfaces exhibit long-range rms roughness of
about 2 to 3 AL and we can assume that they are partly correlated. We estimate that the
maximum peak to peak Co terraces thickness variation is not larger than σ(fm) = 3 AL
(0.6 nm). This “long range roughness” contribution to the A/B ratio is plotted in Fig-
ure 4.9 for a Au(5 nm)/Co(t(Co))/Au film. The shape of the calculated A/B spectra is
close to that calculated by EMA. However, as shown Figure 4.9, this last mechanism
contributes much less than the previous “short range roughness” term.

In principle, there could be also long range surface roughness contributions of the Au
buffer and overlayer. These effects were evaluated and found to be negligible (1% of the
contribution of the Co thickness variation).

4.6.2 Modified magnetic moment of Co atoms at the interface

This model assumes that the cobalt atoms which are in contact with the gold layer have
a magnetic moment different from those in the inner part of the Co layer. This can
be accounted for by considering that a part of the Co layer, with thickness t(in), has

a normalized magnetization m(in) 6= 1. Consequently, ∆ε
(in)
1 = (m(in) − 1) ε

(Co)
1 and

Equation (4.16) implies that

(
A

B

)

Co

= 2 (m(in) − 1) t(in). (4.18)

This contribution, invariant with respect to the photon energy, affects only the real part
of the A/B ratio. Figure 4.9 presents this contribution for one monolayer of Co atoms
(t(in) = 0.2 nm) with a reasonable reduction of the magnetic moment by 10% (m(in) = 0.9)
at the Au/Co interface. Because this contribution is a real number, it cannot explain the
presence of an imaginary part in the experimental A/B ratio and their spectral variation.
If it is present, this mechanism would have only a tiny effect.

Up to now, neither the interface disorder nor the reduction of the Co moment can
account for the experimental MO contribution of the Co/Au interface.
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4.6.3 Au-Co electronic hybridization

Our results suggest that the most important part of the interface contribution arises from
intrinsic properties of the interface itself, i.e. from the Au-Co electronic hybridization.
From this hybridization, one could expect that it changes the off-diagonal permittivity of
one monoatomic interface layer by a value which is of the same order of magnitude as the

off-diagonal permittivity of cobalt ε
(Co)
1 .

The suggested representation of interface effects by an integral permittivity excess
is very general and can be compared with any type of permittivity tensor profile deter-
mined theoretically, especially with results of ab-initio calculations of the layer-resolved
permittivity tensor [26].

It would be very useful to extract the net contribution of the electronic interface
hybridization from the experimental data. This should be possible for systems where the
film grows pseudomorphically layer by layer, giving rise to very flat FM/non-FM interfaces.
In such a case the presence of interlayers, described within the EMA, can be excluded.
Then, real space studies of surface morphology would provide structural parameters to
account for roughness effects, and the intrinsic electronic contribution could be determined.

In the case of our Au/Co/Au(111) structures, the situation is somewhat more com-
plicated. Although the bottom interface of the Co layer is planar at a microscopic scale,
the top Au/Co interface has a complex topology and the electronic interaction at the top
interface is probably affected by the non uniform configuration of the nearest neighbors
along the interface plane. Consequently, the electronic contribution will also depend on
these interface properties. Therefore, it will not be possible to separate exactly the contri-
bution of effective intermixing at interfaces from that due to the electronic hybridization
at the flat Au/Co interface. However, the lower interface is flat at a fraction of nanometers
and the top Au/Co interface is reasonably flat on the surface of Co islands. Therefore, to
our opinion, the approximate separation of these two contributions is certainly valid and
the present experimental data on the interface MO contributions may be compared with
future ab-initio calculations of the effect of electronic hybridization at flat Au(111)/Co
interfaces.

4.7 Conclusion of Chapter 4

By using analytical expressions of the Polar Magneto-Optical Kerr Effect (PMOKE) in
simple ultrathin FM structures, we have developed an original procedure to extract the
linear magneto-optical parameters of interfaces between FM and non-FM metals. The
experimental variation of the complex MOKE with the FM layer thickness t(fm) is ex-
pressed using a linear approximation, Φ ≈ A+ B t(fm). Then, the interface contributions
are expressed as the ratio A/B. The advantage of this representation is that the A/B
ratio is independent of the experimental conditions (i.e. the angle of incidence and the
polarization state of the incident light), as well as of the optical properties and thickness
of sandwiching layers. This kind of analysis allows to link experimental data to theoretical
calculations of electronic interactions at the FM/non-FM interfaces.

This treatment is applied to three Au/Co/Au(111) polycrystalline structures with
perpendicular magnetic anisotropy. For the first time, the procedure allows to extract
the interface-related information from standard MO experiments, at different angles of
incidence and on different specimens. It also provides reliable physical data relevant to
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the interface-induced contributions to the MO observables. This also proves that the
interface effects can be accounted for by macroscopic optical approaches and described
by the variation of the local optical permittivity tensor inside interfacial regions. The

off-diagonal permittivity excess ∆ε
(in)
1 can be calculated directly from the experimental

value of the A/B ratio, under the condition that the off-diagonal permittivity of the inner
part of the FM layer is known.

Various attempts were tried in order to reproduce the experimental interface contribu-
tions in Au/Co/Au systems. Models taking into account the short range film roughness
and the variation of Co layer thickness provide interface contributions which have spec-
troscopic features similar to the experimental data. However, those structural effects are
smaller than the observed MO interface effects. Therefore, another new contribution has
to be emphasized. We suggest that this comes from the Au-Co electronic hybridization at
the Au/Co interfaces. Ab-initio calculations of the layer-resolved permittivity tensor are
welcome to provide a deeper understanding on this problem.



Chapter 5

In-depth resolution of the
Magneto-optical Kerr effect

“. . . Ne pas se décourager
attendre
attendre s’il le faut pendant des années
la vitesse ou la lenteur de l’arrivée de l’oiseau
n’ayant aucun rapport
avec la réussite du tableau . . . ”

I shall try to answer to the general question: How to determine the magnetization state
corresponding to each ferromagnetic (FM) layer located at a given depth in FM/non-FM
multilayer structures by MOKE? The previously proposed solutions for structures with
two FM layers [93, 94, 95, 96] are discussed here within a new unified formalism. For
a system with three or more FM layers, two new approaches (the Parallel Kerr vector and
Cascade numerical projection methods) are proposed to extract selectively the MOKE
signals originating from each individual FM layer. Furthermore, we show how to straight-
forwardly determine the in-depth location of a FM layer corresponding to a given MOKE
hysteresis loop. All these techniques are checked experimentally with success on several
simple multilayer structures. Most of the results presented in this Chapter were published
recently by J. Hamrle et al. [97].

5.1 Introduction

High quality multilayers are now commonly produced. Since the amount of material con-
cerned by interfaces tends to be comparable to that involved in the layers themselves,
the properties of the multilayers are strongly dependent upon their intimate structure.
For example, the breaking of symmetry at interfaces induces new properties such as the
interface-induced magnetic anisotropy [58], the giant magnetoresistance [98], the oscilla-
tory magnetic coupling between FM layers [93, 79], etc.

In order to understand these phenomena, it is necessary to develop new techniques,
which can study both local structural and magnetic properties. The knowledge of the in-
depth profile of the magnetization, a selective determination of the magnetization state of
all involved FM layers, and the link between the magnetic domain structure in neighbour-
ing layers is of particular importance in FM layer stacks. I believe that magneto-optics is
a privileged technique to answer to these questions.

Before showing how MOKE can be used to check selectively the magnetism of buried
FM layers, i.e. to discuss on the in-depth resolution of this optical technique, I wish to
review other techniques allowing to be magnetically in-depth sensitive.

• Using polarized neutron reflectometry, the profile of magnetic moments can be de-
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termined from the fit of the angular dependence of the reflected neutron intensity
[99]. The advantage of this method is that it can give the vectorial profile of the
magnetic moment, up to large depths ≈100 nm. However, the in-depth resolution is
rather poor, dynamic measurements are almost impossible, and this technique does
not provide good lateral resolution.

• Mössbauer spectroscopy gives information about local modification of the hyperfine
electronic structure. The electronic structure can be probed by means of an isotope
nuclei (e.g. 197Au, 119Sn, 57Fe). The in-depth variation of the hyperfine structure can
be deduced if isotopes are placed successively at different depths in the multilayer
structure. Thus, the in-depth profile of the magnetic polarization can be indirectly
probed [100, 101]. This technique can reach an atomic resolution, but is time con-
suming and needs a large set of comparable samples with ultrathin isotope layers
located at many different depths.

• The most used ways to check the in-depth profile of the magnetization are based on
optical methods, namely MOKE or X-ray magnetic circular dichroism (XMCD).

– The X-ray magnetic circular dichroism (XMCD) can provide chemical selec-
tivity by choosing appropriate absorption edges of the atoms constituing the
layers. Scaning the incoming photon energy (of the order of some keV) and
reversing their polarization, one can probe selectively FM layers or even inter-
faces consisting of different materials. For example, it was used to image selec-
tively layers and interfaces in the LaFeO3/Co [102] or Co/NiO [103] structures.
XMCD has been applied for studing the dynamic behavior of the magnetization
of different FM layers, for example, in NiO/Co [104] or Co/X/NiFe (X=Al2O3

and Cu) bilayers [105].

– The pioneering work on the in-depth dependence of MOKE was introduced first
by Hubert et al. [48, 49]. This property was elegantly used to demonstrate the
existence of a biquadratic coupling between the two FM layers in the Fe/Cr/Fe
structure. The beauty of this study is that the coupling was directly checked
from the selective magnetic domain LMOKE visualization in the two Fe layers
[24]. The MOKE in-depth magnetization sensitivity has been also demonstrated
in the Co/Au system with perpendicular anisotropy [94, 95].

To our knowledge, among the various mentioned techniques, only MOKE was
used to select the magnetic properties of FM bilayer structures made of the
same material. Others techniques are either based on their chemical selectivity
(XMCD) or they investigate static magnetic state (Mössbauer spectroscopy,
polarized neutron reflection). However, our treatment presented in this Chapter
could be applied in the future to XMCD in the ultraviolet range.

5.2 Generalities

Before treating the in-depth resolution of MOKE, let us first recall some results of Sec-
tion 2.2.3 concerning the MOKE representation as a Kerr vector in a complex θε-plane
[Fig. 2.4(a)(b)]:

(i) The MOKE value Φ = θ + iε = Ω exp[iξ] is a complex number and thus it can be
represented by a Kerr vector in the complex θε-plane. Real and imaginary axes
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of the θε-plane correspond to Kerr rotation θ and ellipticity ε, respectively. The
length and azimuth of the Kerr vector correspond to the Kerr amplitude Ω and Kerr
phase ξ, respectively.

(ii) The additivity of MOKE for different FM layers or different contributions (e.g. polar
& longitudinal) can be presented as a sum of Kerr vectors in the θε-plane.

(iii) A magneto-optical set-up measures a Kerr signal s, which is a projection of the
Kerr vector onto a projection axis making a projection angle ψ with the real axis,
i.e. s = <(Φ exp[−iψ]) [Fig. 2.4(b) and Eq. (2.18)]. Experimentally, the continuous
variation of ψ can be realized with a Babinet-Soleil compensator – see Section 2.4.2
for details.

5.3 Separation of polar, longitudinal and transverse Kerr
effects

The determination of the in-depth profile of the magnetization vector in a multilayer
structure require two successive steps. Starting from a general MOKE signal, the polar,
longitudinal and transverse components of the magnetization have to be first separated.
Then, the magnetization components of each FM layer must be determined. This proce-
dure is required, if, for example, one wishes to investigate the dynamical behavior of the
magnetization reversal for several uncoupled or coupled FM layers in a given structure.

The polar MOKE (PMOKE) and longitudinal MOKE (LMOKE) are related to the

out-of-plane m
(i)
z and in-plane m

(i)
y magnetization components of the i-th FM layers, re-

spectively (Section 2.2.1). For an oblique incidence angle, MO set-ups always measure the

sum of the PMOKE s
(tot)
pol and LMOKE s

(tot)
lon signals. These two signals can be separated

by reversing the incidence angle from ϕ to −ϕ. Since PMOKE is even with ϕ, and LMOKE

odd with ϕ, s
(tot)
pol can be deduced from the sum of the Kerr signals s(tot)(ϕ)+s(tot)(−ϕ) and

s
(tot)
lon from their difference [see Eqs. (3.46) or [80]]. Another differentiation can be obtained

from s and p Kerr signals, s
(tot)
s , s

(tot)
p measured at small incidence angles (ϕ / 30◦). In

this case, Vs ≈ Vp and [Eqs. (3.46)]

Φ
(i)
pol,s ≈ Φ

(i)
pol,p Φ

(i)
lon,s ≈ −Φ

(i)
lon,p. (5.1)

Hence, s
(tot)
pol can be obtained from the sum (s

(tot)
s + s

(tot)
p ), and s

(tot)
lon from their difference.

The transverse mx component of the magnetization can be measured by the transverse
MOKE (TMOKE) (introduced in Section 2.2.1), or by rotating the sample and the magnet
by 90◦ around the z-axis to measure mx by LMOKE. Another way to measure both
LMOKE and TMOKE at the same time is to use a rotating analyzer, as proposed by
F. Ott [106]. Once the PMOKE, LMOKE and TMOKE contributions are separated, the

Kerr signals s
(tot)
pol , s

(tot)
lon , s

(tot)
tra depend on the in-depth MO response, related to m

(i)
z , m

(i)
y ,

m
(i)
x magnetization components, respectively. Then, the magnetization components of

each FM layer can be deduced through the procedures discussed in the following Sections.
In conclusion, the separation between polar, longitudinal and transverse Kerr signals

and the determination of their in-depths profiles are different problems. Hence, MOKE1

1In the following, MOKE can be PMOKE, LMOKE or TMOKE.
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and depth sensitivity functions related to polar and longitudinal magnetizations are treated
separately .

5.4 Depth sensitivity function of PMOKE and LMOKE

The depth sensitivity function describes the difference between MOKE Φ(i) effects origi-
nating from different FM layers (i) located at different depths d(i). The definition of the
depth sensitivity function has been first proposed by Hubert et al. [48] for bulk materials.
Here, we generalize it to multilayer structures and define the polar or longitudinal depth

sensitivity functions2, q
〈i,1〉
pol or q

〈i,1〉
lon , as the ratio of PMOKE or LMOKE, respectively,

originating from the i-th FM and 1st FM layer:

q
〈i,1〉
pol =

Φ
(i)
pol

Φ
(1)
pol

=
Ω

(i)
pol

Ω
(1)
pol

ei∆ξ
〈i,1〉
pol

q
〈i,1〉
lon =

Φ
(i)
lon

Φ
(1)
lon

=
Ω

(i)
lon

Ω
(1)
lon

ei∆ξ
〈i,1〉
lon .

(5.2)

The depth sensitivity function q can be visualized in the θε-plane as follows: arg(q〈i,1〉) =
ξ(i) − ξ(1) ≡ ∆ξ〈i,1〉 is the angle between the i-th and the 1-st Kerr vectors, and thus
expresses the difference between Kerr phases ξ(i) originating from the i-th and the 1st FM
layer. The modulus of the depth sensitivity function, |q〈i,1〉| = Ω(i)/Ω(1), gives the ratio
between Kerr amplitudes for the i-th and the 1st FM layer.

5.4.1 Depth sensitivity function in the ultrathin FM layer approxima-
tion

If all FM layers are ultrathin, the polar q
〈i,1〉
pol = Φ

(i)
pol/Φ

(1)
pol and longitudinal q

〈i,1〉
lon =

Φ
(i)
lon/Φ

(1)
lon depth sensitivity functions are analytically expressed from Eqs. (3.46) [48, 49]

q
〈i,1〉
pol =

t(i)

t(1)

ε
(i)
1

ε
(1)
1

Q(∆d〈i,1〉), (5.3)

and

q
〈i,1〉
lon =

t(i)

t(1)

ε
(i)
1 ε

(1)
0

ε
(1)
1 ε

(i)
0

Q(∆d〈i,1〉), (5.4)

where ∆d〈i,1〉 = d(i) − d(1) is the distance between the i-th and 1st FM layer. The only
difference between polar and longitudinal depth sensitivity functions comes from the mul-

tiplicative ε
(1)
0 /ε

(i)
0 term. The coefficient Q [Eq. (3.41)]

Q(∆d〈i,1〉) = exp[4πiN (nf)
z ∆d〈i,1〉/λ(ω)] (5.5)

2The superscript 〈i,j〉 means “between the i-th and j-th FM layer”. For example, ∆d〈i,1〉 ≡ d(i) − d(1),
means the distance between the i-th and 1-st FM layer. ∆ξ〈i,1〉 ≡ ξ(i)− ξ(1) denotes the difference of Kerr
phases originating from the i-th and 1st FM layer.
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describes the attenuation of MOKE with the increasing in-depth position of the considered

FM layer. Recall that λ(ω) is the wavelength in vacuum, and N
(nf)
z the z-component of

the normalized wavevector in the non-FM media [Eq. (3.9)].

Both depth sensitivity functions q
〈i,1〉
pol , q

〈i,i〉
lon [Eqs. (5.3) and (5.4)] are products of the

three quantities:

• the ratio between FM layers thicknesses t(i)/t(1). This is a constant for a given film
structure.

• the quotient between the permittivities ε
(i)
1 /ε

(1)
1 for q

〈i,1〉
pol and (ε

(1)
0 ε

(i)
1 )/(ε

(i)
0 ε

(1)
1 ) for

q
〈i,1〉
lon ; this term differs from unity only if FM layers are made of different materials. In

that case, the value of this contribution can only be changed by varying the photon
energy. This term provides a sort of “chemical” contrast in the depth sensitivity
functions.

• the contribution Q(∆d〈i,1〉) describes the optical influence of the non-FM spacer
layers. This term provides a “phase” contrast in the depth sensitivity function,
linked to the optical distance between FM layers.

The angle between the i-th and the 1-st Kerr vector (i.e. the difference between Kerr
phases) ∆ξ〈i,1〉 ≡ ξ(i) − ξ(1), introduced by non-FM spacer layers increases with the
spacer thickness [Eq. (3.41)], so that:

arg
(
q〈i,1〉

)
spacer

=
(

∆ξ〈i,1〉
)

spacer
= arg

[
Q(∆d〈i,1〉)

]
= 4π<(N (nf)

z )
∆d〈i,1〉

λ(ω)
, (5.6)

where <(N
(nf)
z ) > 0. Similarly, an absorbing spacer material attenuates the i-th

Kerr amplitude Ω(i) by

|q〈i,1〉|spacer = |Q(∆d〈i,1〉)| = exp

[
−4π=(N (nf)

z )
∆d〈i,1〉

λ(ω)

]
, (5.7)

where, as follows from our time convention [Appendix A], =(N
(nf)
z ) > 0. If FM layers

are made of the same material, the Kerr phase ξ(i) increases monotonously with i,
i.e. with the in-depth location of the FM layer. At the same time, the normalized
Kerr amplitude Ω(i)/t(i) decreases monotonously. The physical reason is that if the
FM layer is located deeper, the optical path for reaching the FM layer is longer (it
increases ξ) and the light is more absorbed (it decreases Ω). These statements will
be used in Sections 5.5.1 and 5.5.2 to associate a given MOKE contribution to a
selected FM layer in the structure.

As an example, the evolution of the polar Kerr vector in the θε-plane, when increasing
the thickness d(1) of the Au overlayer in the Au(d(1))/Co(1nm)/Au structure (the
Co layer being perpendicularly magnetized) is calculated for ϕ = 0◦ and E = 3 eV
(Fig. 5.1). As the FM layer is located deeper in the multilayer stack, the Kerr vector
rotates anti-clock-wise and its length decreases.

As any of the three products involved in the q expression [Eqs. (5.3)(5.4)] does not
depend on the polarization state of the incident light beam, the depth sensitivity function q
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Figure 5.1: Variation of the Kerr vector with increasing the overlayer thickness d(1) for the
Au(d(1))/Co(1 nm)/Au system, calculated for ϕ = 0◦, E = 3 eV.

does not vary with polarization in the ultrathin FM film approximation. For a given
structure, q depends only on the incidence angle ϕ and photon energy E.

In conclusion, the depth sensitivity function q consists of both “chemical” and “phase”
contrast contributions. The first contribution exists if FM layers consist of different mate-
rials, and the second is associated to the optical distance between FM layers. Obviously,
in case of very thin spacer layers and FM layers of different composition, the chemical
contrast provides a larger contribution to the depth sensitivity function than the phase
difference. In the following, we will focus on the case of FM layers consisting of the same
material.

5.4.2 Depth sensitivity function for ultrathin FM layers consisting of
the same material

If ultrathin FM layers are made of the same material, the depth sensitivity function
q expression is simplified, and remains the same for both PMOKE and LMOKE [see
Eqs. (5.3)(5.4)]:

q
〈i,1〉
pol = q

〈i,1〉
lon =

t(i)

t(1)
Q(∆d〈i,1〉). (5.8)

Hence, q can be modified only by varying Q, which can be monitored only by the spacer
thickness ∆d〈i,1〉, the spacer refractive index N (nf), the photon energy E or the incidence
angle ϕ.

Later, we will show that to distinguish MO signals coming from:

(i) two FM layers, the argument of q〈2,1〉 has to be non-zero (Section 5.6).

(ii) three or more FM layers, the value of q must be tunable (Section 5.7).

Thus, to understand and optimize the sensitivity of in-depth investigations, spectral
and angular dependences of Q (and thus of q) have to be studied in detail.
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Figure 5.2: Photon energy dependence of (a) the modulus and (b) the phase of Q [defined in Eq. (3.41)]
in the case of a 1 nm thick spacer layer of different materials.

Spectral dependence of Q: The spectral dependence of Q, for a 1 nm thick spacer
layer3, is depicted in Fig. 5.2(a)(b) for several common metals and Si3N4. As expected:

(i) there is no damping [|Q| = 1] for transparent materials, such as Si3N4. Noble metals
cause a decrease of the Kerr amplitude by about 7% per nm of spacer thickness
[|Q| ≈ 0.93]. Because noble metals are more transparent [i.e. their =(N (nf)) is
smaller] in the vicinity of their plasma edge, the modulus |Q| is larger here, as
follows from Eq. (5.7). This can be seen in Fig. 5.2(a) for Au at 2.5 eV and Ag at
3.8 eV.

(ii) Fig. 5.2(b) shows that the variation of the Kerr phase, ∆ξspacer = arg(Q), depends
strongly on the photon energy and can vary up to 4◦ per nm of spacer thickness.
Noble metals exhibit very small Kerr phase shift ξ for photon energies below the
plasma edge, as the consequence of both a longer wavelength for smaller photon
energies E, and a smaller refractive index <(N (nf)) in this region.

Dependence of Q on the incidence angle ϕ: An example of the calculated depen-
dence of Q with the incidence angle ϕ is shown on Figure 5.3 for 1 nm of Au spacer and
for several photon energies (the light is assumed to come from vacuum, i.e. N (0) = 1). We
can see that the angular dependence of Q is weaker than its spectral variation. A variation
of the incidence angle ϕ from 0 to 90◦, e.g. at a fixed photon energy E = 4 eV , changes
the modulus |Q| by about 0.5% and the phase arg(Q) by about 0.3◦.

Thus, as Q depends rather weakly on the incidence angle ϕ, it is convenient to define
the renormalized quantity

p〈i,1〉(ϕ) =
Q(ϕ,∆d〈i,1〉)

Q(ϕ = 0,∆d〈i,1〉)
≈ 1− 2πi

(N (0))2

N (nf)

∆d〈i,1〉

λ(ω)
sin2 ϕ, (5.9)

3The value of Q for different spacer thickness d〈i,j〉 can be determined easily since [Eq. (5.5)]:

|Q(d〈i,j〉 [nm])| = |Q(d〈i,j〉=1 [nm])|d〈i,j〉

arg(Q(d〈i,j〉 [nm])) = d〈i,j〉 arg(Q(d〈i,j〉=1 [nm])).
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Figure 5.3: Incidence angle ϕ dependence of (a) the modulus and (b) the phase of Q [Eq. (3.41)] in the
case of a 1 nm thick Au spacer layer for several photon energies. The light is assumed to come from the
vacuum side, i.e. N (0) = 1.

which better expresses the angular dependence of Q. In this analytical derivation, the

approximation N
(nf)
z ≈ N (nf) −N (0)2

/(2N (nf)) sin2 ϕ was used. Equation (5.9) points out
that the angular dependence of Q is given by sin2 ϕ, as shown on Figure 5.3. The spectral
variation of p at ϕ = 70◦ for a 1 nm thick spacer layer is depicted in Fig. 5.4(a)(b) for
several materials, and for a probing light coming from vacuum (N (0) = 1).
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Figure 5.4: Photon energy dependence of (a) the modulus and (b) the phase of p = Q(70◦)/Q(0◦) defined
by Eq. (5.9), in the case of a 1 nm thick spacer layer of different materials.

Then, some comments can be done:

(i) As it can be seen from comparison between Figs. 5.2 and 5.4, the dependence of
Q with the incidence angle is in general approximately 10 times weaker than that
found when changing the photon energy. The associated physical reason is that Q
depends on the incidence angle ϕ only through the variation of Nz(ϕ), which is quite
weak (about 10% between ϕ = 0 and ϕ = 90◦). This reflects the fact that metals
are optically denser materials than vacuum, and consequently the light is always
refracted in the multilayer in a direction close to the film normal.

(ii) Larger values of p are reached for higher photon energies.
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(iii) As can be seen from Eq.(5.9), p depends quadratically on N (0). Hence, the depen-
dence of qpol/lon on ϕ can be enhanced if the incident light comes from an optically
denser medium, for example, using a half-cylinder glass coupler contacted optically
to the sample by an immersion liquid. For a coupling with N (0) = 1.8, the variation
of qpol/lon with the incidence angle increases by about three times [(N (0))2 ≈ 3]. The
disadvantage of a smaller sensitivity of q with the angle of incidence ϕ is balanced
by the fact that it is linked here to only one set of optical and MO parameters at
a fixed photon energy.

In conclusion, if ultrathin FM layers are build with the same material, the coefficient
Q (describing the attenuation or phase shift linked to the spacer) is the only quantity
sensitive to the difference between MOKE contributions originating from different FM
layers located at different depths. The other parameters, χ [Eq. (3.43)], Vs(p) [Eq. (3.44)],
that describe the spectral and incidence angle variations of MOKE [Eq. (3.46)] are the
same for all concerned FM layers. For example, the change of the incidence angle ϕ
pronouncedly modifies all Kerr vectors in the θε-plane, but in a similar fashion. This is
demonstrated on Fig. 5.5(a)(b), which gives the calculated variation of Kerr vectors in
the Au(5nm)/Co(1nm)/Au(5nm)/Co(1nm)/Au(bulk) film structure for different photon
energies [Fig. 5.5(a)] and incidence angles [Fig. 5.5(b)].
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Figure 5.5: Calculated variation of the MOKE in the θε-plane originating from both FM layers in the
Au(5nm)/Co(1nm)/Au(5nm)/Co(1nm)/Au(bulk) system. (a) Variation of Kerr vectors at different photon
energies for ϕ = 0. (b) Variation of Kerr vectors for different incidence angles for both s and p-MOKE at
E = 3 eV. Notice, that an increase of the incidence angle gives an anti-clock-wise rotation of the s-MOKE,
while it gives an a clock-wise rotation of the p-MOKE. Kerr vectors from both FM layers vary with E and
ϕ in the θε-plane in a very similar way.

Here we can immediately see that although the spectral and angular variation of Kerr
vectors are important, their relative variation remains rather weak. This explains why
the separation of Kerr signals originating from a given FM layer in a stack of several FM
layers is not a trivial task, and why the inspection of the depth sensitivity function q is so
important.

The value of the depth sensitivity function q can be modified (and thus, the depth
resolution of more than two FM layers achieved):

(i) by varying the photon energy, with the advantages of a higher in-depth resolution
and the use of a fixed experimental set-up geometry. This is the solution we have



70 CHAPTER 5. IN-DEPTH RESOLUTION OF THE MOKE

0.8 nm
3 nm
1.2 nm

5 nm

Aunon−FM

FM 2
non−FM
FM 1

non−FM

Co
Au
Co

Au à�á�âã ä åXæ çCèêé ë)ìFí�îï ð�ñ�ò�óXô õ í�îÛöø÷Hù ú ò�ûAô û íGî�ö ü�ý þ ûHÿ í�îåXæ ç è é û óXô � í�î��� �����

5 nm

0.6 nm
5 nm

5 nm

1.4 nm

1.0 nm

non−FM

FM 2

FM 1

non−FM

non−FM

FM 3 Co

Co

Co

Au

Au

Au

Aunon−FM

(a) (b) (c)

Figure 5.6: Sketches of studied sample structures (a) (Au/Co)2 (b) (TbFe/Si3N4)4 and (c) (Au/Co)3.

adopted in following.

(ii) if one does not dispose of a spectroscopic equipment, but of a laser source, magnetic
in-depth measurements require to vary ϕ over a large range.

5.4.3 Experimental determination of the polar depth sensitivity func-
tion qpol for the (Au/Co)2 system

This Section deals with the experimental determination of the polar depth sensitivity
function qpol of a (Au/Co)2 FM bilayer system and its comparison to calculations based
on the analytical formula (5.3) and on the 4× 4 matrix formalism (Chapter 3 or [32, 46]).

The studied structure is Au(5nm)/Co(1.2nm)/Au(3nm)/Co(0.8nm)/Au(25 nm) de-
posited on float glass [Fig. 5.6(a)]. The sample preparation and structural characteristics
are reported in Section 4.4 and in the references therein. Both Co layers have here a per-
pendicular magnetic anisotropy and exhibit square hysteresis loops; their thickness differ
in order to fix different coercive fields [79, 81, 107]. Consequently, in this case, it is easy
to deduce the s or p-PMOKE loops up to saturation corresponding either to the 0.8 or
the 1.2 nm thick Co layers. These PMOKE hysteresis loops are obtained by applying the
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Figure 5.7: Experimental p-PMOKE rotation and ellipticity spectra of each Co layer (t(1) = 1.2 nm
t(2) = 0.8 nm) in the (Au/Co)2 structure. The p-PMOKE measurements were performed at nearly normal
incidence (ϕ = 7◦).
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magnetic field along the easy anisotropy axis (H ‖ ẑ). The spectral dependence of the
PMOKE rotation and ellipticity at saturation are represented in Fig. 5.7 for each Co layer.

Because of the small thickness of the Au spacer (∆d〈2,1〉 = 3 nm), the two experimental
PMOKE spectra look quite similar within a scaling factor related to the relative Co layer
thicknesses. From the experimental PMOKE values Φ(1) and Φ(2), the depth sensitivity

q
〈2,1〉
pol is deduced by Eq. (5.2) and presented in Fig. 5.8 in the complex form |q| exp[i∆ξ].
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Figure 5.8: Experimental values of the normalized PMOKE depth sensitivity t(1)

t(2) q
〈2,1〉 = t(1)

t(2)
Φ(2)

Φ(1) as a
function of the photon energy for (Au/Co)2 at ϕ = 0 and ϕ = 70◦ incidence angles. In the ultrathin Co
layer approximation, it should correspond to Q defined by Eq. (3.41) whose variation is represented by
a dashed line. The full line shows the normalized depth sensitivity calculated from Φ(1), Φ(2) determined
from the matrix formalism [46].

We prefer to plot the normalized quantity (t(1)/t(2))q
〈2,1〉
pol , that is comparable to cal-

culations performed by the analytical formula (5.6)(5.7), using ∆d〈2,1〉 = t(Au) = 3 nm.

Fig. 5.8 shows the (t(1)/t(2))q
〈2,1〉
pol = (Φ(2)t(1))/(Φ(1)t(2)) variation, where Φ(1) and Φ(2) are

calculated from the usual 4× 4 matrix formalism.

On a real structure, we demonstrate that the modulus and phase of (t(1)/t(2))q
〈2,1〉
pol

depend weakly on the incidence angle ϕ and is independent on the polarization of the

incident light (Fig. 5.8). As expected, the agreement between (t(2)/t(1))q
〈2,1〉
pol , calculated

from the 4× 4 matrix formalism and experimental data is nearly perfect. The analytical
formulae (5.6)(5.7) well describe the experimental variation of qpol. The weak difference
between experimental data and analytical calculations comes from additional damping
and phase shifts originating from Co layers, that are neglected in our simple treatment.
This explains why the ultrathin FM film approximation predicts a smaller damping (i.e.
a larger value of |q|) and a smaller phase shift.

5.4.4 Transverse Kerr effect (TMOKE)

Let us discuss now briefly the depth sensitivity of transverse MOKE (TMOKE), introduced
in Section 2.2.1. Recall that TMOKE is only sensitive to the transverse component mx of
the magnetization. TMOKE is a different type of observable than PMOKE and LMOKE,
because it is not measured by a polarimetric method, but by the variation of the reflected
light intensity for p-polarized incident light at oblique incidence (i.e. ϕ 6= 0).
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Similarly to the MOKE additivity [Section 3.3.3], the total reflection coefficient r
(tot)
pp

writes as a linear expansion of the reflection coefficients rpp with respect to the transverse

magnetization components m
(i)
x in all FM layers (i) [Table 3.1]:

r(tot)
pp = r(0)

pp +
∑

i

r(i,mag)
pp m(i)

x , (5.10)

where rpp is independent on the sample magnetization and r
(i,mag)
pp represents the con-

tribution of the magnetized i-th FM layer. The r
(i,mag)
pp coefficient can be expressed as

r(i,mag)
pp = q

〈i,1〉
tra r(1)

pp,mag, (5.11)

where q
〈i,1〉
tra is the associated transverse depth sensitivity function.

In the ultrathin FM layer approximation, the magnetic reflection coefficients r
(i,mag)
pp

are expressed as [Table 3.1, Eq. (3.45)]

r(i,mag)
pp =

−4ik
(ω)
0 (N (nf))2NyN

(nf)
z N (0) cosϕ

[
N (0)N

(nf)
z + (N (nf))2 cosϕ

]2

ε
(i)
1

ε
(i)
0

Q(d(i)) t(i)m(i)
x , (5.12)

where ε
(i)
1 , ε

(i)
0 are the off-diagonal, diagonal permittivity tensor elements of the i-th FM

layer, respectively. t(i) is the i-th FM layer thickness and d(i) is the distance between FM
layer and the top of the sample [Figure 3.3(b)]. The remaining coefficients are defined in
Section 3.3.1.

Expressing the transverse depth sensitivity function q
〈i,1〉
tra = r

(i,mag)
pp /r

(1,mag)
pp in the

ultrathin approximation of the FM layer, we find that it has exactly the same form as the

longitudinal one, i.e. q
〈i,1〉
tra = q

〈i,1〉
lon [Eq. (5.4)], and thus discussion related with longitudinal

depth sensitivity function is valid for transverse one as well.

Because the r
(i,mag)
pp magnetic contribution is much smaller than r

(0)
pp , the reflected

p-polarized light intensity Ip ∼ |rpp|2 can be written as

Ip = I(0)
p +

∑

i

I(i,mag)
p ∼ |r(0)

pp |2
(

1 + s
(tot)
tra

)
. (5.13)

Here, s
(tot)
tra represents the total transverse Kerr signal, which expresses as

s
(tot)
tra =

∑

i

s
(i)
tra = 2

∑

i

<
(
q
〈i,1〉
tra

r
(1,mag)
pp

r
(0)
pp

)
m(i)
x = 2

∑

i

<
(
q
〈i,1〉
tra Φ̃(1)

)
m(i)
x , (5.14)

where Φ̃(1) ≡ r(1,mag)
pp /r

(0)
pp [Eq. (2.15)]. Eq. (5.13) can be compared with PMOKE/LMOKE

signals s
(i)
pol/lon =

∑
i<(q

〈i,1〉
pol/lonΦ

(1)
pol/lonm

(i)
z/ye

iψ) [Eqs. (2.17)(2.18)(5.2)]. Thus, the trans-

verse Kerr signal s
(i)
tra can give the same depth sensitive information than previously dis-

cussed for polar s
(i)
pol and longitudinal s

(i)
lon Kerr signals. The only difference is that, in

the case of TMOKE, it is not possible to tune the projection angle ψ by means of a
compensator (Section 2.4.2, Figure 2.4), and consequently the projection angle is fixed to
ψ = 0.
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5.5 Assignment of the MOKE contribution for a selected
FM layer

5.5.1 Generalities

Let us consider the case of a multilayer structure composed of several ultrathin FM layers of
the same material, each providing nearly square magnetic hysteresis loops, and separated
by non-FM spacer layers [Fig. 3.3(b)]. An open question is often to assign each loop to a
particular FM layer located at a given depth d(i). To solve this problem, let us recall the
results extracted from the examination of Eqs. (5.6)(5.7) (Figure 5.1):

(i) The Kerr phase ξ(i) increases monotonously when increasing the in-depth posi-
tion d(i).

(ii) For absorbing spacer materials, =(N
(nf)
z ) > 0, the normalized Kerr amplitude Ω(i)/t(i)

decreases monotonously when increasing d(i).

Consequently, the procedure for determining the in-depth position of a FM layer is the
following:

(i) Hysteresis loops in Kerr rotation θ(tot) and Kerr ellipticity ε(tot) are measured at the
same photon energy E and incidence angle ϕ.

(ii) The value of MOKE at saturation, Φ(i) = θ(i) + iε(i) = Ω(i)eiξ
(i)

is determined
experimentally for each FM layer; this is an easy procedure when the coercive field
differs for each FM layer.

(iii) The Kerr phase, ξ(i) = arg(Φ(i)), is determined, and the ξ(i) values are classified in
a decreasing order. Then, the largest value of ξ(i) corresponds to the deepest FM
layer.

(iv) The in-depth location of the FM layers can be confirmed from the normalized Kerr
amplitudes Ω(i)/t(i), which must decrease with d(i).

This analysis is valid for a large number of FM layers. The main limitation is when some
FM layers exhibit the same coercive field or when the applied field is not large enough
to saturate the magnetization in a FM layer. In such a case, a calculation involving
all informations about optical and magneto-optical parameters (e.g. the 4 × 4 matrix
formalism) must be used.

If the FM layers are not constituted with the same FM material, then the MOKE

contributions Φ(i) have to be renormalized by ε
(i)
1 for PMOKE and by ε

(i)
1 /ε

(i)
0 for LMOKE.

Then, the influence of different FM materials is avoided, as can be found from Eqs. (3.46).
In the case of thick spacer layers, the same rules are valid as well. The only problem is

that the deduced value of the Kerr phase ξ(i) can be underestimated by a factor 2π, which
can generate difficulties to classify the Kerr phases ξ(i). This is overcome when considering
the normalized Kerr amplitude Ω(i)/t(i), or knowing the angular or spectral dependence
of ξ(i). Since

ξ(i) = ξ(1) + ∆ξ〈i,1〉, (5.15)

∆ξ〈i,1〉, in the ultrathin FM approximation, writes

∆ξ〈i,1〉 =
4π

λ(ω)
∆d〈i,1〉<

(
N (nf)
z

)
> 0. (5.16)
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The deepest FM layer has the largest ∆d〈i,1〉, and consequently the largest slope in the
plots of ξ(i) with the photon energy or the incidence angle. This will be illustrated for
the spectral dependence of the Kerr phase ξ(i) of the TbFe/Si3N4 system, where the
deepest reachable (the third) FM stack has the largest slope in the ξ(i)(E) dependence
(Section 5.7.2).

To illustrate this Section, the MOKE determination of the in-depth position of FM
layers involved in a (Au/Co)3 multilayer structure is reported in the next Section 5.5.2.

5.5.2 Application to the (Au/Co)3 film structure

The Au(5nm)/Co(0.6nm)/Au(5nm)/Co(1nm)/Au(5nm)/Co(1.4nm)/Au(24nm)/glass film
structure is considered in this subsection. The sample is presented in Figure 5.6(c) and its
preparation and characterization have been reported previously in Section 4.4. Because
the thicker Co layer has the smaller coercive field [107, 81], it is possible to pre-assign each
PMOKE loop contribution to one of the three Co layers. Hysteresis loops are measured by
both p-PMOKE rotation and ellipticity at nearly normal incidence (ϕ = 7◦, E = 3.8 eV),
in a magnetic field applied along the normal of the film (H ‖ ẑ) (Figure 5.9).
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Figure 5.9: p-PMOKE (ϕ = 7◦) rotation and ellipticity hysteresis loops measured on the (Au/Co)3

system at E = 3.8 eV.

The light enters in the sample from the Au(5 nm) overlayer side. The values of indi-
vidual coercive fields and Kerr rotations and ellipticities corresponding to each FM layer
are given in Table 5.1.

Hc[Oe] θ(i)[mdeg] ε(i)[mdeg] Ω(i)[mdeg] ξ(i)[deg] t(i)[nm] Ω(i)/t(i)[mdeg/nm]

Φ(1) 770 -21.0 -9.0 22.9 203◦ 0.6 38.2

Φ(2) 420 -15.8 -21.4 26.6 233◦ 1.0 26.6

Φ(3) 360 -2.1 -18.0 18.1 263◦ 1.4 12.9

Table 5.1: PMOKE rotation and ellipticity at saturation and coercive field for each FM layer in the
(Au/Co)3 system [Figure 5.6(c)]. Note that values of θ(i) and ε(i) do not vary consistently with (i), i.e.
with the depth of the FM layer. The pertinent quantities are here ξ(i) and Ω(i)/t(i).

From another side, it is possible to assign independently the different PMOKE con-
tributions from their values for each FM layer. As expected, the value of ξ(i) increases
continuously with i, while the ratio Ω(i)/t(i) decreases, proving that the in-depth loca-
tion of the considered FM layer increases with i. Because both Au spacer layers have
the same thickness ∆d〈2,1〉 = ∆d〈3,2〉 = 5 nm, the difference of Kerr phases are obvi-
ously equal ∆ξ〈2,1〉 = ∆ξ〈3,2〉 = 30◦. The ratio between normalized Kerr amplitudes
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(Ω(2)/t(2))/(Ω(1)/t(1)) = 0.69, (Ω(3)/t(3))/(Ω(2)/t(2)) = 0.49 should be the same. They dif-
fer from each other certainly because the interface contributions to PMOKE are neglected
[Chapter 4 or [57]]. Since normalized Kerr amplitudes, calculated by the 4 × 4 matrix
formalism, are (Ω(2)/t(2))/(Ω(1)/t(1)) = 0.62, (Ω(3)/t(3))/(Ω(2)/t(2)) = 0.60, the influence
of the Co thickness itself can not explain the above discrepancy.

5.6 Separation of Kerr signals in a FM bilayer structure

This Section proposes ways to separate the Kerr signals, s(1) and s(2), of each FM layer
in a structure consisting of two FM layers separated by a non-FM spacer layer. In other
words, we solve the problem of finding particular MO arrangements to cancel either the
Kerr signal contribution coming from one or the other FM layer. Using the representation
of MOKE in the complex θε-plane (Section 2.2.3), the contribution of the 1-st or 2-nd
FM layer cancels (s(1) or s(2) = 0) if the Kerr vector Φ(1) or Φ(2) is perpendicular to the
projection axis. This situation is schematically depicted in Fig. 5.10(a) for canceling the
MOKE contribution of the 1-st FM layer.
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Figure 5.10: Sketch of Kerr vectors and projection axis in the θε-plane to obtain a Kerr signal coming
from only one FM layer in a system consisting of (a) two and (b) three FM layers.

The angle between the Kerr vector Φ(i) and the projection axis is arg(Φ(i)) − ψ =
ξ(i) − ψ. It can be tuned by several ways:

• For a fixed projection angle ψ, the orientation of the Kerr vectors can be modified by
varying the photon energy E [Fig. 5.5(a)] [94] or the angle of incidence ϕ [Fig. 5.5(b)]
[96]. An example of the Kerr vector variations with E or ϕ in the complex θε-plane
is reported in Fig. 5.5 for a Au/Co/Au/Co/Au structure. It shows how it is possible
to find values of E or ϕ that gives either θ(i) = 0 or ε(i) = 0, selectively for each of
the two FM layers.

• For fixed Kerr vectors in the complex θε-plane (i.e. for given values of E and ϕ),
the projection angle ψ can be tuned, for example with a Babinet-Soleil compensator
(Section 2.4.2, [95]). Note that this elegant technique has been used in its microscopy
mode to prove unambiguously the existence of a biquadratic coupling between Fe
layers separated by a Cr spacer layer [93].

• In principle, it is not necessary to tune experimentally the projection angle ψ, be-
cause the decomposition can be done numerically. From the knowledge of two Kerr
signals sa and sb, measured in different experimental conditions (for example Kerr
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rotation and ellipticity or two Kerr signals measured at two different photon ener-
gies or incidence angles), it is possible to deduce the Kerr signal s(i) which originates
from each FM layer (i = {1, 2}):

s(i) = sa cosψ(i) + sb sinψ(i), (5.17)

where the weight of the linear combination of experimental Kerr signals sa and sb is
parametrized by the numerical projection angle ψ(i). A similar approach has been
suggested in ref. [108].

5.6.1 LMOKE case: application to the GaMnAs bilayer structure

Here, we will show how the above technique can be used to separate LMOKE signals
coming from two FM GaMnAs layers separated by a double tunnel junction.

When the GaAs semiconductor is weakly doped by Mn ions, the resulting Ga1−xMnxAs
compound exhibits ferromagnetism at finite temperature [109]. For example, for a Mn ion
concentration of only x = 5%, its Curie temperature may be as high as 110 K [110]. This
value does not depend directly on x, but more on the number of carriers (holes) by which
the exchange interaction is mediated. This compound belongs to the very attractive new
class of Dilute Magnetic Semiconductors (DMS) which are promising materials in spin-
electronics since GaMnAs grows epitaxially on GaAs.

For a GaMnAs(001) (300 nm) thick layer, G. Moore et al. [111] have shown that in-
plane fourfold axes of [100]-type act as easy anisotropy axes. Thus, the in-plane magnetic
field-induced magnetization reversal occurs by successive jumps between the four equiva-
lent [100] directions. The reversal process is simple if the field is rigorously applied along
high symmetry [100] or [110] directions: the hysteresis loop is highly square for H ‖ [110]
and H ‖ [100], while it shows two jumps, for any other field orientation.

In this work, we have performed LMOKE measurements on a DMS double tunnel
junction structure in order to determine the easy anisotropy directions. This is important
for applications since large magnetoresistance may be only obtained for simple spin config-
urations. The investigated sample is Ga94.7Mn5.3As(30 nm)/GaAs(1 nm)/AlAs(1.7 nm)/
GaAs(1 nm)/Ga95.3Mn4.7As(300 nm)/GaAs(3 nm) deposited on a GaAs(001) substrate. It
was grown by MBE and provided to us by J.-M. George and R. Mattana (Thales, Orsay).
Both GaMnAs layers are FM at low enough temperature. We do not present here details
on the sample preparation and structural properties.
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Figure 5.11: LMOKE hysteresis loops of a double GaMnAs tunnel junction (see Section 5.6.1 for details),
measured with H applied parallel along the [110] high symmetry axis at T = 1.8 K, ϕ = 45◦ and photon
energy E=1.55 eV. The projection angle ψ is tuned by means of a Babinet-Soleil compensator. (a) Pure
Kerr rotation hysteresis loop obtained for ψ = 0 (b); ψ = 8◦, providing a LMOKE signal associated only
to the second (deeper) GaMnAs(300 nm) FM layer; (c) ψ = 97◦, providing a LMOKE signal associated
only to the first GaMnAs(30 nm) layer.



5.6. SEPARATION OF KERR SIGNALS IN A FM BILAYER STRUCTURE 77

We checked first the magnetization reversal from low temperature (T = 1.8 K) LMOKE
loops measured with light penetrating the sample from the Ga94.7Mn5.3As(30 nm) top side,
under an incidence angle of ϕ = 45◦ at light wavelength λ(ω) = 801 nm (photon energy
E = 1.55 eV). This photon energy close to the GaAs band energy, was chosen to obtain
a very large MOKE since GaMnAs is known to exhibit here a huge spin polarization
splitting of about 0.2 eV. The large dispersion of the extinction and refractive index in
this energy range favor the in-depth resolution for separating the MO contributions of the
two GaMnAs layers. When H is applied along one of the [110]-type of fourfold axes, the
superposition of two square loops (Fig. 5.11) with significantly different coercive fields,
Hc1 = 70 Oe and Hc2 = 140 Oe, is observed.

In order to know if each loop corresponds to one of the two GaMnAs layers, we sepa-
rated them using the proposed in-depth sensitive LMOKE experiment. The variation of
the Kerr signal at saturation for the two square loops with the projection angle ψ, scanned
by means of a Babinet-Soleil compensator, is reported in Fig. 5.12.
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Figure 5.12: Variation of the LMOKE signals, originating form the first and the second FM layer, with
the projection angle ψ. The sample and experimental conditions are the same as for Fig. 5.11.

We find that the LMOKE signal, associated with the upper and deeper GaMnAs
layer, cancel for ψ1 = 8◦ and ψ2 = 97◦, respectively. The difference (ψ2 − ψ1) is really
huge here considering that the separation between the two FM layers is only 3.7 nm.
This is a consequence of the very thick (300 nm) bottom (second) FM layer, providing a
large optical distance between the centers of the FM layers. Thus, we are able to easily
decompose the initial double loop into two distinct ones corresponding to each GaMnAs
layer. For ψ1 = 8◦, the hysteresis loop of the deeper Ga95.3Mn4.7As(300 nm) layer is
obtained [Fig. 5.11(b)], while for ψ1 = 97◦ one has access to the Ga94.7Mn5.3As(30 nm)
upper layer [Fig. 5.11(c)].

From experiments performed on a similar layer, described in Ref. [111], it has been
shown unambiguously that the easy anisotropy axes are of the [100]-type. Here we confirm
this property for both GaMnAs layers. Moreover, the upper Ga94.7Mn5.3As(30 nm) layer
has a coercive field two times larger than the deeper one. I have not developed calculations
in this case since the magneto-optical coefficients are not well known.

We have confirmed our MO analysis in a more complex case. For example, for an
arbitrary orientation of the applied magnetic field, one expects the superposition of four
loops, two of them coming from the upper FM layer and the two others associated to the
deeper FM layer. This is found experimentally. Now, keeping the previous values for ψ1

and ψ2, we have measured selectively the two set of complex loops corresponding to each
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FM layer. So, we proved that ψ1 and ψ2 do not depend on the in-plane field orientation.

5.7 Separation of Kerr signals in a FM trilayer structure

In this Section, we present two new “Parallel Kerr vectors” and “Cascade numerical pro-
jection” methods, allowing to separate the Kerr signal coming from one given FM layer in
a multilayer structure consisting of three FM layer.

5.7.1 The “Parallel Kerr vectors” method

As it has been discussed in Section 5.6, the MOKE of the i-th layer can always be canceled
if the corresponding Kerr vector Φ(i) becomes perpendicular to the projection axis. Thus,
for a FM trilayer structure, if one succeeds to set-up two Kerr vectors Φ(i) and Φ(j)

parallel to each other and perpendicular to the projection axis, the measured Kerr signal
will depend only on the magnetization state of the remaining FM layer. This situation is
schematically presented in Figure 5.10(b), where Kerr signals from the 1-st and 3-rd FM
layers are canceled simultaneously and, consequently, only the Kerr signal coming from
the 2-nd FM layer is detected. We call this procedure the “Parallel Kerr vectors” method.
More generally, the i-th and j-th Kerr vectors are parallel, if

∆ξ〈i,j〉 = ξ(i) − ξ(j) = arg(q〈i,j〉) = nπ, (5.18)

where n is an integer. Considering PMOKE, the angle between two Kerr vectors is ana-
lytically expressed by [Eq. (5.3)]

∆ξ〈i,j〉 =
4π

λ(ω)
∆d〈i,j〉<

(
N (nf)
z

)
+ arg

(
ε

(i)
1

ε
(j)
1

)
. (5.19)

Just note that in the case of LMOKE, the second term in Equation (5.19) becomes

arg[(ε
(i)
1 ε

(j)
0 )/(ε

(j)
1 ε

(i)
0 )]. Consequently, both terms appearing in Eq.(5.19) can be tuned

to set-up simultaneously two Kerr vectors parallel (i.e. ∆ξ〈i,j〉 = nπ)

(i) when the two FM layers consist of different materials and if the distance ∆d〈i,j〉

between these FM layers is small; then, the main contribution to ∆ξ〈i,j〉 comes from

the second term, arg(ε
(i)
1 /ε

(j)
1 ), whose value can only be tuned by the photon energy.

(ii) when both the i-th and j-th FM layers are made of the same material; the only non-
zero contribution to ∆ξ〈i,j〉 comes from the first term of Eq.(5.19), requiring a certain
distance ∆d〈i,j〉 between the FM layers to realize ∆ξ〈i,j〉 = nπ. For typical values
of the photon energy and refractive index of the non-FM spacer layers (E = 3 eV,
N (nf) = 2.5), the minimum distance between FM layers required to get a parallel
Kerr vectors configuration is as large as ∆d〈i,j〉 ≈ 40 nm. However, using higher
photon energies of the order of ten to hundreds eV (XMCD in the ultra-violet range,
on interband transitions), a phase shift of nπ can be obtained for ∆d〈i,j〉 of the order
of few nm.
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5.7.2 Application to the (TbFe/Si3N4)4 structure

The “Parallel Kerr vectors” method is particularly suitable for checking the individual
single layer magnetizations in a multilayer structure of three FM layer, when:

(i) FM layers are made of different materials.

(ii) FM layers are made of the same material but they are separated by thick (d〈i,j〉 ≈
nλ(ω)/[4<(N

(nf)
z )], n is integer) non-FM spacer layers. This case is treated below for

a typical magneto-optical recording (TbFe/Si3N4)4 multilayer sample.

By adjusting the photon energy, we demonstrate how to separate individual Kerr signals
originating from each FM layer in a FM trilayer structure.

The sample under investigation was (Si3N4/TbFe)4/Si3N4(10.5 nm)/glass where TbFe
represents a single [Tb(0.8 nm)/Fe(1.1 nm)]10 multilayer stack. TbFe stacks are separated
by 67 nm of Si3N4 [Fig. 5.6(b)]. Informations on this sputtered sample are reported
elsewhere [112, 113]. Each TbFe stack displays perpendicular magnetic anisotropy. All
p-PMOKE measurements have been performed at nearly normal incidence (ϕ = 7◦), in
a magnetic field applied along the normal of the film (H ‖ ẑ). As it is commonly observed
[114, 115], in spite of the same thickness, the TbFe stacks usually exhibit slightly different
coercive fields.

Although the sample consists of four stacks of TbFe, carrying out PMOKE measure-
ments from the upper Si3N4 side, we showed that the fourth (deepest) TbFe stack is
screened and exhibits a negligible MO contribution over the main spectral range. Thus,
PMOKE practically probes here only the three first FM stacks in the multilayer, allowing
us to demonstrate how to separate Kerr signals coming from an equivalent three FM layer
structure.

The first problem is to find photon energies for which two individual Kerr vectors
become parallel. Thus, the MOKE spectra have been measured in Praha on a set-up
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Figure 5.13: Example of PMOKE rotation hysteresis loops measured at several photon energies E on
the (TbFe/Si3N4)4 sample. Each jump in the hysteresis loop indentifies a given TbFe stack.
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described in Section 2.4.3. The hysteresis loops of the sample were measured for both
Kerr rotation and Kerr ellipticity over the 1.2 - 4.2 eV spectral range. Some of the
Kerr rotation hysteresis loops, measured at different photon energies E, are presented in
Figure 5.13.

Since individual loops are square and exhibit different coercivities, it is straightfor-
ward to determine the maximum Kerr rotation and Kerr ellipticity for each of the three
TbFe stacks of interest. On the entire photon energy range, the corresponding Kerr am-
plitudes Ω(i) and Kerr phases ξ(i) are then deduced and ploted as a function of E in
Figure 5.14(a)(b).
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Figure 5.14: Experimental PMOKE spectra (a) Kerr amplitude Ω(i), (b) Kerr phase ξ(i) of each FM
stack in the (TbFe/Si3N4)4 system.

As expected, the deepest FM stack shows the smallest normalized Kerr amplitude
Ω(i)/t(i) and exhibits the largest slope in the spectral ξ(i)(E) variation. The spectra of
Kerr amplitudes Ω(i)(E) [Fig. 5.14(a)], show two interesting features: firstly, a pronounced
maximum at 2.0 eV and secondly, the TbFe stacks become more transparent near 3.5 eV,
giving weaker and comparable Kerr amplitudes Ω(i) [see inset of Fig. 5.14(a)].

The PMOKE spectra can be as well represented in the complex θε-plane. This repre-
sentation is given in Fig. 5.15(a) over the 3.1 – 3.9 eV limited spectral range. For photon
energy data represented by dashed lines, two Kerr vectors become nearly parallel to each
other. To determine more precisely the photon energies at which two Kerr vectors become
parallel, I have plotted the spectral dependence of the difference between Kerr phases
∆ξ〈i,j〉 as a function of the photon energy [see Fig. 5.15(b)].

The Kerr vectors from the i-th and j-th TbFe stacks are obviously parallel if ∆ξ〈i,j〉 =
nπ. This condition is fulfilled for photon energies E = 3.32 eV (∆ξ〈3,1〉 = 540◦), E =
3.53 eV (∆ξ〈2,1〉 = 360◦) and E = 3.62 eV (∆ξ〈3,2〉 = 360◦). Since in our sample the
spacer layer thicknesses ∆d〈2,1〉 = ∆d〈3,2〉 = 67 nm are equal, ∆ξ〈3,2〉 is obviously found
experimentally close to ∆ξ〈2,1〉 [Fig. 5.15(b)]. Note that this is not exactly true in the
vicinity of 3.5 eV where the TbFe stacks are more transparent and thus the fourth TbFe
stack slightly influences the ∆ξ〈3,2〉 value.

Thus, we have chosen photon energies that provide parallelism between two Kerr vec-
tors. We tuned the projection angle ψ by a Babinet-Soleil compensator (as discussed in
Section 2.4.2) to set the projection axis perpendicular to the two parallel Kerr vectors.
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Figure 5.15: (a) experimental PMOKE originating from each FM stack in the (TbFe/Si3N4)4 system,
for several photon energies. (b) differences between Kerr phases ∆ξ〈i,j〉 as a function of the photon energy.
If ∆ξ〈i,j〉 = n 180◦, the i-th and j-th Kerr vectors are parallel.
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Figure 5.16: PMOKE hysteresis loops for several values of the projection angle ψ and for the
(TbFe/Si3N4)4 system. The photon energy (E = 3.53 eV) is chosen so that Kerr vectors Φ(1) and Φ(2) are
parallel. Consequently, there is a projection angle ψ (here ψ = −21◦) for which the measured Kerr signal
depends only on the magnetization state of the third FM layer.

As example, at a given photon energy E = 3.53 eV, large modifications in hysteresis
loop shape are observed when changing the projection angle ψ (Fig. 5.16).

Hysteresis loops are combinations of the three individual MOKE loops. However, the
hysteresis loop measured for ψ = −21◦ corresponds only to the third TbFe stack and Kerr
contributions coming from the first and the second TbFe stacks cancel together. Hence,
choosing well the photon energy E and the projection angle ψ, we succeeded to separate
the hysteresis loops coming from each FM stack.
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Figure 5.17: Experimental variation of PMOKE signals s(i), measured at E = 3.53 eV, as a function of
the projection angle ψ, for each FM stack in the (TbFe/Si3N4)4 system. These curves were obtained from
hysteresis loops presented in Fig. 5.16. For ψ = −21◦, s(1), s(2) cancel simultaneously and the PMOKE
signal, measured at E = 3.53 eV and ψ = −21◦, comes only from the third FM stack. The full lines are
sinusoidal fits.

From loops presented in Fig. 5.16, we are even able to follow the variation of Kerr
signals s(i) coming from each TbFe stack with the projection angle ψ (Fig. 5.17). As
expected from Eq. (2.18), s(i) = <[Φ(i) exp(iψ)], the dependence of s(i)(ψ) is sinusoidal
[95]. Sinusoidal full lines fit perfectly the experimental data (Fig. 5.17). Furthermore,
one can verify that two Kerr signals s(1), s(2) cancel simultaneously for ψ = −21◦. This
explains why only the Kerr signal originating from the third TbFe stack is measured at
this particular photon energy and projection angle.

The resulting three simple PMOKE hysteresis loops depending only on the magneti-
zation state of the first, second and third TbFe stacks were measured independently by
choosing appropriate couples of E and ψ values (Fig. 5.18).
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Figure 5.18: Individual PMOKE hysteresis loops of each TbFe stack in the (TbFe/Si3N4)4 system,
obtained when choosing E and ψ to cancel Kerr signals of two TbFe stacks. Values of E, ψ are indicated
above each loop.
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5.8 Large number of magnetic layers: “Cascade numerical
projection” method

5.8.1 General formalism

Considering the case of more than three FM layers and thin non-FM spacer layers, it is
generally not possible to separate the MO contributions by the “Parallel Kerr vectors”
method. This is only possible for specially engineered structures, as described later in
Section 5.9. This subsection treats the present problem from another point of view: the
total MOKE is measured in different experimental conditions to get a set of independent
total Kerr signals, from which we deduce the Kerr signal coming from each FM layer. This
numerical approach can be extended to a large number of FM layers.

Separation of total polar, longitudinal and transverse Kerr signals, s
(tot)
pol , s

(tot)
lon , s

(tot)
tra

has been already discussed in Section 5.3. Once separated, each Kerr signal depends on

the profile of only one magnetization component m
(i)
j , j = x or y or z. Thus, in the fol-

lowing, we assume that measured Kerr signals s are only function of the mz component.
mx, my components can be obtained analogously.

Let us consider a system with a number N of FM layers having polar magnetizations

m
(i)
z , i = 1 . . . N . Furthermore let us assume that L polar Kerr signals s

(tot)
w , w = 1 . . . L,

L ≥ N are measured in independent experimental conditions. Independent means that
experiments have to be carried out at different photon energies, different incidence angles,

or different projection angles. The measured Kerr signals s
(tot)
w are given by a sum of Kerr

contributions s
(i)
w from the i-th FM layer weighted by the corresponding polar FM layer

magnetization m
(i)
z . This relationship between s

(tot)
w and m

(i)
z can be written through a

W-matrix [116]




s
(tot)
1

s
(tot)
2
...

s
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L
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s
(1)
1 s

(2)
1 · · · s

(N)
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2 s

(2)
2 · · · s

(N)
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. . .
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L s
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L · · · s
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·
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(1)
z

m
(2)
z
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m
(N)
z




s(tot) = W ·Υ. (5.20)

Consequently, the FM layer magnetizations m
(i)
z can be straightforwardly deduced by

inversion (for L = N) or pseudo-inversion (for L > N) of the W-matrix

Υ = ĩnv(W) · s(tot). (5.21)

The pseudo-inversion of W means that the equation (5.20) is solved to minimize the mean
square error, i.e. ||s(tot) −W ·Υ|| [117].

Two principal problems occur in practical implementation of Eq. (5.21):

(i) Under which conditions the inversion or the pseudo-inversion of the W-matrix exists?
We have to deal with independent experimental conditions w = 1 . . . L, so that the
W-matrix does not contain linearly dependent columns.
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(ii) How to determine ĩnv(W) experimentally? In principle, the W-matrix and its inver-
sion or pseudo-inversion can be calculated. But, in practice, the agreement between
experiment and theory is not always sufficient.

These two problems are discussed below.

5.8.2 Existence of the ĩnv(W) matrix

Considering the complex representation of MOKE in polar coordinates Φ
(i)
w = Ω

(i)
w exp[iξ

(i)
w ],

the definition of the Kerr signal s
(i)
w = <[Φ

(i)
w exp(−iψw)] = <[Ω

(i)
w exp(iξ

(i)
w −iψw)] [Eq. (2.18)]

and of the depth sensitivity function q
〈i,1〉
w = Φ

(i)
w /Φ

(1)
w = |q〈i,1〉w | exp[i∆ξ

〈i,1〉
w ] [Eq. (5.2)],

the components of the W-matrix express as

s(i)
w = Ω(1)

w |q〈i,1〉w | sin(ξ(1)
w + ∆ξ〈i,1〉w − ψw). (5.22)

Now, let us discuss the conditions under which the W-matrix has linearly independent

columns. Because the term Ω
(1)
w is just a multiplicative constant of each W-matrix line, it

does not play any role in the following discussion.
In the case of a (L×2) W-matrix (for two FM layers), one only needs to have ψ1 6= ψ2,

or ξ
(1)
1 6= ξ

(1)
2 , or q

〈i,1〉
1 6= q

〈i,1〉
2 . This is a sufficient condition for the existence of ĩnv(W).

In the case of a (L×N) W-matrix; N ≥ 3 (for three or more FM layers), the conditions
of existence of ĩnv(W) are not as straightforward as in the previous case and it is shown
that the depth sensitivity function q has to vary with some parameters. Let us consider
first the case of L experimental configurations (L ≥ N), which differ only by the projection

angle ψk 6= ψl, (k 6= l) or by the Kerr phase of the first FM layer ξ
(1)
k 6= ξ

(1)
l , keeping the

depth sensitivity function q
〈i,1〉
l = q

〈i,1〉
k = |q〈i,j〉| exp[i∆ξ〈i,1〉] constant. Then, the ĩnv(X)

is only possible if the matrix with components

ŝ(i)
w = |q〈i,1〉| sin(ξ(1)

w + ∆ξ〈i,1〉 − ψw) (5.23)

has linearly independent columns. Because the components ψw, ξ
(1)
w are the same for all

terms in each line, and terms |q〈i,1〉|, ∆ξ〈i,1〉 are the same for all terms in each column,
it can be shown that such a matrix (and consequently the W-matrix) has always linearly
dependent columns.

Consequently, in the case of three or more FM layers, to select Kerr signals coming
from each FM layer, it is not sufficient to perform MO experiments at different projection
angles ψw. All Kerr vectors have to change independently, which is a situation that is

not fulfilled when Ω
(1)
w , ξ

(1)
w are varied while keeping q

〈i,1〉
w constant. Hence, it is necessary

to choose experimental conditions giving different depth sensitivity function q
〈i,1〉
w . In

conclusion, for N ≥ 3, different Kerr signals sw have to be measured at several photon
energies or incidence angles, otherwise the W-matrix has linearly dependent columns.

5.8.3 Inversion of the W-matrix

In this subsection we discuss how the Eq. (5.20), s(tot) = W·Υ, can be solved if the elements
of the W-matrix are not a-priori known. In other words, we wish to find how to tune

the linear combination of several s
(tot)
w to obtain a Kerr signal s(i) providing information

about the magnetization state of a single FM layer in the multilayer structure. In principle,
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the ĩnv(W) can be calculated theoretically, but due to the inaccuracy of optical and MO
parameters, layer thicknesses and additional interface contributions, it can happen that
the reliability of these calculations is not good enough.

The key idea of ĩnv(W) tuning is a generalization of the numerical projection method
introduced earlier for a two FM layers structure [Eq. (5.17)]: s(̄i) = s1 cosψ(̄i) + s2 sinψ(̄i),
where s1, s2 are two different Kerr signals determined experimentally. For a given tuned
projection angle ψ(̄i), one cancels the Kerr signal due to the i-th FM layer, and con-
sequently s(̄i) measures only the magnetization of the second FM layer. Applying this
algorithm recursively, one can successively cancel the Kerr signal from other FM layers.
From an algebraic point of view, this algorithm is similar to the Gaussian elimination
method.

This tuning procedure, based on successive cancellation of signals from all layers in the
multilayer structure, except for one, requires the knowledge of at least the approximate
shape of hysteresis loops for individual layers. It is necessary to decide whether the ob-
served hysteresis loop is a superposition of many contributions. This is quite easy in the
simple case of square hysteresis loops with different coercive fields. If the tuning procedure
cannot be performed, the ĩnv(W) matrix should be calculated theoretically with carefully
selected optical and MO parameters for all layers. Combination of both methods is possi-
ble as well: approximate values of projection angles can be calculated through Eq. (5.28)
from the W-matrix, and smoothly tuned afterwards.

As an example of tuning procedure, let us take a three-FM-layers structure, on which

three different Kerr signals s
(tot)
1 , s

(tot)
2 , s

(tot)
3 are measured. These Kerr signals s

(tot)
i are

superposition of different Kerr contributions originating from all three FM layers. As an
example, let us show how to separate Kerr contributions originating only from the first

and the second FM layer. Two independent projections between s
(tot)
1 , s

(tot)
2 and between

s
(tot)
1 and s

(tot)
3 can cancel the Kerr contribution coming from the third FM layer

s
(3̄)
1,2 = s

(tot)
1 cosψ

(3̄)
1,2 + s

(tot)
2 sinψ

(3̄)
1,2 (5.24)

s
(3̄)
1,3 = s

(tot)
1 cosψ

(3̄)
1,3 + s

(tot)
3 sinψ

(3̄)
1,3 , (5.25)

and thus the Kerr signals s
(3̄)
1,2 and s

(3̄)
1,3 are different and depend only on effects coming from

the first and the second FM layers. Then, we can apply again the projection procedure to
separate Kerr signals coming from the first or second FM layer

s(1) = s
(3̄)
1,2 cosψ(1,3̄) + s

(3̄)
1,3 sinψ(1,3̄) (5.26)

s(2) = s
(3̄)
1,2 cosψ(2,3̄) + s

(3̄)
1,3 sinψ(2,3̄). (5.27)

Hence, in a system composed of three FM layers (N = 3, L = 3), to be selective to only
one FM layer, one has to tune subsequently three projection angles ψ. To deduce MOKE
hysteresis loops of all three FM layers, seven projection angles have to be tuned. Similarly,
for four FM layers (N = 4, L = 4), six projection angles have to be tuned to separate the
Kerr signal coming from one FM layer. For separating MOKE hysteresis loops of all four
FM layers, 16 projection angles are required.

If the Kerr signal values originating from the i-th FM layer, s
(i)
1 , s

(i)
2 are known, the
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projection angle ψ
(̄i)
1,2, which cancels the Kerr signal of the i-th FM layer is [Eq. (5.17)]

tanψ
(̄i)
1,2 = −s

(i)
1

s
(i)
2

. (5.28)

When values of s
(i)
w are known, but not with sufficient accuracy, the derived values of ψ (̄i)

can be used as starting points for the projection tuning.

5.8.4 Application to the (Au/Co)3 film structure

The “Cascade numerical projection” method allows to separate the Kerr signals originating
from each FM layer through linear combinations of several experimental Kerr measure-
ments, each consisting of a sum of contributions issued from the different FM layers. It is
based on subsequent (i.e. cascade) numerical Kerr signals cancellation from arbitrary FM
layer, up to obtain a Kerr signal only related to the considered FM layer.

This technique has been applied here to the Au(5nm)/Co(0.6nm)/Au(5nm)/Co(1nm)/
Au(5nm)/Co(1.4nm)/Au(24nm)/glass multilayer [Fig. 5.6(c)] which was already studied in
Section 5.5.2. The sample preparation and characterization are described in Section 4.4.
All Co layers display perpendicular magnetic anisotropy and provide square PMOKE
hysteresis loops. Since the Co layer thickness varies from layer to layer in this structure,
the associated coercive field decreases when increasing the thickness [107, 81].

As it has been discussed in Section 5.8.2, Kerr signals have to be measured at least
for two different values of the depth sensitivity function qw. So, we measured both Kerr
rotation and ellipticity hysteresis loops at two photon energies 2.5 eV and 3.8 eV. p-
PMOKE measurements are performed at nearly normal incidence (ϕ = 7◦), and the
measured loops are presented on the left side of Fig. 5.19. The shown loop at 2.5 eV is
measured for a projection angle ψ = 33◦, but the particular value of this projection angle
has no special meaning.

Each experimental loop is due to contributions of all three Co layers, resulting in
three step loops. For a given linear combination, weighted by projection angle ψ, of the
two original loops s1 and s2, one can cancel out the contribution from a given Co layer:
s = s1 cosψ + s2 sinψ. Then, the resulting signal s depends on the magnetization state
of only two Co layers. The projection angle ψ can be determined just by tuning it up to
remove the Kerr signal coming from the targeted Co layer. By this first projection one
gets two hysteresis loop curves depending only on Kerr contributions coming from the 1-st
and 3-rd Co layer and two from the 1-st and 2-nd Co layer (Fig. 5.19).

After this first projection, one obtains pairs of different MOKE hysteresis loops both
depending, for example, on magnetization of the 1-st and the 3-rd Co layer. Hence, the
subsequent second projection can cancel out the Kerr signal coming from one more Co
layer and the Kerr signal originating from only one Co layer may be separated (Fig. 5.19).
Thus, we succeeded to separate Kerr signals coming from each FM layer.

Let us comment on the reduction of the Signal to Noise Ratio (SNR) at each projection
stage. The noise amplitude of the projected Kerr signal is determined by the sum of the
noise corresponding to each hysteresis loop. On the other hand, for each projection,
the amplitude of the Kerr signal itself is decreased. After the first projection, shown in
Fig. 5.19, the SNR is reduced by a factor 2

√
2. After the second projection, the SNR is
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Figure 5.19: Demonstration of the “Cascade numerical projection” procedure for the (Au/Co)3 sample.
The three experimental PMOKE hysteresis loops on the left side depend on the magnetization state of
all three Co layers. By two subsequent projections with angles ψ, the Kerr signal depending on the
magnetization state of only one Co layer is separated. The projection angle ψ values used for linear
combination of given pair of hysteresis loops are given for each stage. The Kerr signal and external
magnetic field units are mdeg and kOe, respectively.

reduced again approximately by a factor 10
√

2. This large decrease of the SNR at this
second stage is due to the close-to-one value of the depth sensitivity q. We estimate, that
the furthercoming projection will decrease the SNR approximately by a factor 5 to 10.
The reduction of SNR at each projection stage is obviously more significant for thinner
spacer layer. The SNR decreasing rate with the number of projection stages depends upon
the linear independence of columns in the W-matrix [Eq. (5.20)], which is determined by
the change of the depth sensitivity function qw corresponding to particular experimental
conditions w.

5.9 Possible applications: volume MO recording for four
storage layers

The question raised here is: how to realize a convenient four-storage-layer magneto-optical
perpendicular recording media by thin film engineering? The properties of depth-sensitive
MO readout from the (FM/non-FM)4 proposed structure are the following:

(i) the MO readout can be done at a single photon energy,
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(ii) each FM layer is perpendicularly magnetized and exhibits a polar square hysteresis
loop.

(iii) the PMOKE rotation signal carries information about the magnetization state of
two FM layers and PMOKE ellipticity gives information about the magnetization
state of the two remaining FM layers.

(iv) the magnetization states of each pair of two FM layers are distinguished by the
so-called four level MO readout procedure [116, 114]. This means that FM layers
provide Kerr signals with different amplitudes and, consequently, for two opposite
magnetization states in each FM layer, four Kerr signal levels are measured.

Φ(2)

Φ(3)

Φ(1)

Φ(4)

(2)

(4)

θ

ε

s(3)s (1)

s

ss    −(2)

s    −(1)

Figure 5.20: Kerr vector configuration used for volume MO readout with four FM recording layers. See
Section 5.9 for details.

These conditions may be fulfilled if the four FM layers lead to the following Kerr vector
configuration (see Fig. 5.20):

(i) Kerr vectors Φ(1), Φ(3) are parallel to the Kerr rotation axis θ, and Φ(2), Φ(4) are
parallel to the Kerr ellipticity axis ε.

(ii) For each pair of parallel Kerr vectors, one of them must be about twice larger than
the other (Ω(1)/Ω(3) ≈ 2, Ω(2)/Ω(4) ≈ 2).

Thus, the PMOKE rotation (ellipticity) measurements provide four possible levels

θ = Ω(1)m
(1)
z + Ω(3)m

(3)
z = {−Ω(1) − Ω(3),−Ω(1) + Ω(3),Ω(1) − Ω(3),Ω(1) + Ω(3)}

ε = Ω(2)m
(2)
z + Ω(4)m

(4)
z = {−Ω(2) − Ω(4),−Ω(2) + Ω(4),Ω(2) − Ω(4),Ω(2) + Ω(4)},

(5.29)
so that the magnetization state of each FM layer can be determined.

In conclusion, readout of both PMOKE rotation and PMOKE ellipticity at a single
photon energy gives access to the magnetization state of all four buried FM layers in
conveniently engineered structures. This solution combines the advantages of readout by
both Kerr rotation and ellipticity [116] and four level MO readout [114].

5.10 Conclusion of Chapter 5

In this Chapter, I propose solutions to determine the magnetization state of each FM layer
in a multilayer structure by MOKE.
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Firstly, the variation between MOKE contributions originating from FM layers located
at different depths is described by the sensitivity function q. This function is expressed
analytically and advantageously presented in the complex θε-plane.

Then, I show, both theoretically and experimentally on simple model systems, how to
straightforwardly determine the in-depth location of a FM layer, if the saturated MOKE
is known for each FM layer. A consistent approach is developed, providing the separation
of Kerr signals coming from each FM layer in a FM bilayer structure, by varying either
the photon energy, the incidence angle or the compensator phase shift. I show how to
separate polar, longitudinal and transverse components of the magnetization, in order to
handle in-depth magnetometry measurements of all the three magnetization components.

To be selective to the magnetization state of each FM layer, I propose and demonstrate
the power of two new approaches: the “Parallel Kerr vectors” and “Cascade numerical
projection” methods. The “Parallel Kerr vectors” method is based on the tuning of some
parameters (for example the photon energy and the compensator phase shift). On the
other hand, the “Cascade numerical projection” method allows to separate Kerr signals
originating from each individual FM layer by means of well chosen linear combinations of
MOKE hysteresis loops measured in different experimental conditions. For that purpose
it is shown that MOKE hysteresis loops have to be measured for, at least, two different
photon energies.

Each method has been satisfactorily checked experimentally on Co/Au, TbFe/Si3O4

multilayer structures and on double tunnel junction involving diluted FM semiconductors.
Finally, I propose a suitable Kerr vectors configuration that can be realized in an

engineered film structure for providing a volume magneto-optical reading solution in four
storage layers.





Chapter 6

Vicinal Induced Surface
Magneto-Optical Kerr Effect
(VISMOKE)

“. . . Quand l’oiseau arrive
s’il arrive
observer le plus profond silence
attendre que l’oiseau entre dans la cage
et quand il est entré
fermer doucement la porte avec le pinceau
puis
effacer un à un tous les barreaux
en ayant soin de ne toucher aucune des plumes de l’oiseau . . . ”

In this Chapter, I analytically derive and experimentally evidence a novel Magneto-
optical Kerr effect for an ultrathin FM layer deposited on a vicinal surface. We call it
Vicinal-Induced Surface Magneto-Optical Kerr Effect (VISMOKE).

Vicinal surfaces attract physicists, either as a template to fabricate self-organized struc-
tures [118, 119, 120], or as a way to well control the magnetic anisotropy of FM films grown
on them, e.g. by varying the miscut angle [121, 122]. Vicinal interfaces can also be used
to drive non-isotropic magnetic domain wall propagation [123].

I show that VISMOKE originates from both magnetic and structural perturbations,
the later being induced by the low-symmetry of the interface. Such a situation prevails,
for example, for FM layers deposited on a vicinal single crystal surface. Since MOKE is
often used to investigate thin-film magnetism, VISMOKE will be of prime importance for
future investigations of vicinal structures. VISMOKE is found to be linear with in-plane
magnetization. Contrarily to PMOKE and LMOKE, VISMOKE is present in a transverse
field at zero angle of incidence (ϕ = 0), whereas no linear MOKE was expected in this MO
configuration. Note that, this effect was recently predicted by A.V. Petukhov et al. [124]
for low symmetry interfaces and qualitatively mentioned for vicinal interfaces.

Here, we have experimentally evidenced and studied VISMOKE and differential re-
flectivity on a system consisting of an ultrathin Co layer deposited on a Au(322) vicinal
surface. Furthermore, I have developed a phenomenological electromagnetic model to ex-
plain VISMOKE originating from modified boundary conditions at the vicinal interface.

This work has been done in the frame of a collaboration with the team “Nanostructures
et Microscopie à Effet Tunnel” (S. Rousset) of the “Groupe de Physique des Solides” of the
University Paris VII. Experimental results presented here have been obtained by G. Baudot
during his Ph.D. A large part of the results presented in this Chapter is under publication
(J. Hamrle et al. [125]).
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6.1 MOKE theory for FM layers deposited on vicinal sur-
faces

6.1.1 Used Cartesian referential

As far as the studied samples are not invariant upon rotation around the sample normal
ẑ, we must use two Cartesian referentials, that for light (x̂, ŷ, ẑ) and that associated to the
sample (X̂, Ŷ , ẑ), as shown on Figure 6.1. For the light referential (x̂, ŷ, ẑ), in agreement
with Appendix A, ŷẑ defines the plane of incidence and ẑ is the sample normal. In the
sample referential, (X̂, Ŷ , ẑ), X̂ is perpendicular to the step edges, and thus the X̂ẑ plane
is the only mirror plane of the vicinal interface. When rotating the sample around ẑ,
the rotation of vicinal steps with respect to the light referential is determined by the
angle α = (x̂, X̂). The direction of the sample magnetization is given by the angles
β, γ in the light referential [see Fig. 6.1(c)], so that the normalized magnetization is
m = [cos γ cosβ, cos γ sinβ, sin γ].
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α

Y n
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(a)

ψ

y

X

β
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X

α

x

y
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γ
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y
z
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Figure 6.1: Definition of light (x̂, ŷ, ẑ) and sample (X̂, Ŷ , ẑ) Cartesian systems. The ŷẑ-plane is the plane
of incidence. α is the sample rotation angle around the ẑ-axis referenced with respect to x̂. The direction
of the normalized magnetization m is determined by the angles β and γ in the light referential.

6.1.2 Permittivity tensor of the FM layer near the vicinal interface

The optical and magneto-optical properties of a FM layer deposited on a low-symmetry
surface are described by a permittivity tensor ε, which can be decomposed into a structural
part εstr, due to the broken structural symmetry, and in a magnetic part εmag, induced
by the FM layer magnetization.

Structural part of the permittivity tensor: Later it will be shown that a media
exhibiting VISMOKE has to provide non-zero off-diagonal permittivity elements (εxz, εzy,
εyz or εzx) associated with a structural symmetry breaking. As follows from Onsager
relations of reciprocity [17, 38, 126], the permittivity tensor is always symmetric, so that
εij = εji in the absence of any external magnetic field. Consequently, from symmetry
arguments [38], the media must belong to the following point symmetry groups1 1, 1̄, 2,
2̄, 2/m, to provide non-zero off-diagonal permittivity coefficients, and hence VISMOKE.
The only possible symmetry operations are one mirror plane and inversion.

In the close vicinity of the vicinal interface the medium has a symmetry m, and in the
bulk of the layer, a “vicinal bulk” symmetry 2/m. Thus, for α = 0, i.e. x̂ ‖ X̂ (Figure 6.1),

1The overbar indicates the existence of inversion.
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the structural part of the permittivity tensor near the vicinal interface has the form

εstr(α=0) =



εxx 0 εs
0 εyy 0
εs 0 εzz


 . (6.1)

The off-diagonal structural perturbation εs is non-zero only in the vicinity of the vicinal
interface, i.e. over a memory depth ts, which is, in general, smaller than the thickness of
the FM layer thickness t(fm).

When rotating the sample by an angle α around the ẑ-axis, εstr(α) takes the form

εstr(α) = (Rα)−1εstr(α=0)Rα =



ε11 cos2 α+ ε22 sin2 α 1

2(ε11 − ε22) sin 2α εs cosα
1
2(ε11 − ε22) sin 2α ε22 cos2 α+ ε11 sin2 α εs sinα

εs cosα εs sinα ε33


 ,

(6.2)
where Rα is the associated rotation matrix

Rα =




cosα sinα 0
− sinα cosα 0

0 0 1


 . (6.3)

Magnetic part of the permittivity tensor: Consideringm = [cos γ cosβ, cos γ sinβ, sin γ]
[Figure 6.1(c)], the magnetic part of the permittivity tensor has the form [see Eq. (3.45)]

εmag =




0 εm sin γ −εm cos γ sinβ
−εm sin γ 0 εm cos γ cosβ

εm cos γ cosβ −εm cos γ cosβ 0


 . (6.4)

This form is only valid for isotropic, cubic or hexagonal materials. Although the medium
near a vicinal interface has a lower symmetry, we suppose that both structural and mag-
netic perturbations are small and independent from each other. Thus, we assume that
the magnetic part of the permittivity tensor is the same as for an isotropic material, as
described by Equation (6.4).

Permittivity tensor of the FM layer at a vicinal interface: If both structural
and magnetic perturbations are small, the permittivity tensor ε in the vicinity of the FM
interface, i.e. over a thickness ts, is determined by the sum of structural [Eq. (6.2)] and
magnetic contributions [Eq. (6.4)],

ε = εstr + εmag. (6.5)

All components of the resulting permittivity tensor ε, in the most general case, are reported
on Table 6.1. There are two kinds of the off-diagonal structural elements. It will be
shown [Eq. (6.6)] that VISMOKE arises only from the off-diagonal element εs, which is
present only in systems having a very low symmetry (one mirror plane). Other off-diagonal
structural elements, εxy = εyx = (1/2)(εxx − εyy) sin 2α arise only from the non-equality
between diagonal permittivity elements, when rotating the sample around ẑ and they do
not give rise to VISMOKE.
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structural contribution
εstr [over a thickness ts]

magnetic contribution εmag

[over a thickness t(fm)]

εxx;




• · ·
· · ·
· · ·




εxx cos2 α+ εyy sin2 α 0

εyy;




· · ·
· • ·
· · ·




εyy cos2 α+ εxx sin2 α 0

εzz;




· · ·
· · ·
· · •




εzz 0

εxy;




· • ·
· · ·
· · ·




1
2(εxx − εyy) sin 2α εm sin γ

εyx;




· · ·
• · ·
· · ·




1
2(εxx − εyy) sin 2α −εm sin γ

εxz;




· · •
· · ·
· · ·




εs cosα −εm cos γ sinβ

εzx;




· · ·
· · ·
• · ·




εs cosα εm cos γ sinβ

εyz;




· · ·
· · •
· · ·




εs sinα εm cos γ cosβ

εzy;




· · ·
· · ·
· • ·




εs sinα −εm cos γ cosβ

Table 6.1: Permittivity tensor ε elements for a magnetized layer deposited on a vicinal surface for a sample
rotation α and a magnetization orientation defined by β and γ angles (Figure 6.1).
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6.1.3 MO response from a magnetized vicinal interface

The MO response of an ultrathin FM layer of thickness t(fm) sandwiched between an
infinite buffer and an overlayer has been determined in Section 3.3.2 for the most gen-
eral permittivity tensor form of the FM layer. More precisely, this permittivity tensor
[Eq. (3.38)] is assumed to have arbitrary off-diagonal elements, but all diagonal elements

are supposed to be the same, εxx = εyy = εzz = ε
(fm)
0 . The s or p-MOKE originating from

such an ultrathin FM layer is [Eq. (3.42)]

Φs ≡ −
rps
rss

= χQVs t
(fm)

(
iεyx

N
(nf)
z

N (nf)
+
iNyN

(nf)εzx

ε
(fm)
0

− iεzxεyzN
(nf)
z

ε
(fm)
0 N (nf)

)

Φp ≡
rsp
rpp

= χQVp t
(fm)

(
−iεxy

N
(nf)
z

N (nf)
+
iNyN

(nf)εxz

ε
(fm)
0

+ i
εxzεzyN

(nf)
z

ε
(fm)
0 N (nf)

)
.

(6.6)

Recall that the first and second terms of Eq. (6.6) represent the generalized PMOKE,
LMOKE contributions to the measured MOKE. The third term gives rise to VISMOKE.

We consider the permittivity tensor form near a vicinal interface, as given in Table 6.1.
Recall that the structural off-diagonal permittivity element εs is assumed to be efficient
only over a memory depth ts, but the magnetic off-diagonal permittivity element εm is
constant over the full FM layer thickness t(fm) (see Section 6.1.2).

Then, we find that s or p-MOKE depend on of different contributions reported in
Table 6.2.

normalized s-MOKE

Φs

χVsQ

normalized p-MOKE

Φp

χVpQ

PMOKE −A t(fm)εm sin γ −A t(fm)εm sin γ

VISMOKE −A ts
εsεm

ε
(fm)
0

cos γ cos(α− β) −A ts
εsεm

ε
(fm)
0

cos γ cos(α− β)

m
ag

n
et

ic

LMOKE B t(fm)εm cos γ sinβ −B t(fm)εm cos γ sinβ

PMOKE A ts
1
2(εxx − εyy) sin 2α −A ts

1
2(εxx − εyy) sin 2α

VISMOKE −A ts
ε2
s

2ε
(fm)
0

sin 2α A ts
ε2
s

2ε
(fm)
0

sin 2α

st
ru

ct
u

ra
l

LMOKE B tsεs cosα B tsεs cosα

Table 6.2: Generalized structural and magnetic contributions to MOKE arising from an ultrathin FM
layer deposited on a vicinal surface and capped by an overlayer. The coefficients A and B are defined by
Eq. (6.7).
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The newly introduced coefficients A, B are defined by

A =
iN

(nf)
z

N (nf)
, B =

iNyN
(nf)

ε
(fm)
0

. (6.7)

The coefficients χ, Vs/p, Q describe the influence of the infinite buffer, the angle of the inci-
dence and the overlayer, respectively. These coefficients are already defined and discussed
in Section 3.3.2. We distinguish “structural” and “magnetic” contributions, depending or
not on the FM layer magnetization. The second order magnetic contributions, propor-
tional to ε2

m, are neglected.
Here, we do not discuss in detail the structural (i.e. non-magnetic) contributions to

MOKE, described in Table 6.2. Their determination can be useful if we wish to measure
directly εs by sample rotation α. However, in Section 6.3 we have used a more accurate
approach to determine the value of εs from reflectivity measurements.

Some comments concerning the magnetic terms in Table. 6.2 have to be addressed and
will be useful later.

• The contributions called “magnetic PMOKE” and “magnetic LMOKE” are nothing
more than the classical PMOKE and LMOKE.

• The new “magnetic VISMOKE” originates from both the structural εs and magnetic
εm off-diagonal permittivities. Later we call this effect simply “VISMOKE”.

• Both (magnetic) PMOKE and VISMOKE are present at normal incidence (ϕ =
0) and have the same dependence on ϕ. Thus, the separation between these two
contributions can only be obtained from sample rotation α around its normal axis
(see Table 6.2).

• The (magnetic) VISMOKE varies as cos(α− β). Thus,

(i) it is zero for α − β = ±π/2, i.e. when the magnetization is parallel to vicinal
steps. As shown later, this is an easy magnetization axis for the Co/Au(322)
system. Thus, in this system, no VISMOKE is expected at remnant state.

(ii) for a fixed magnetization orientation with respect to the light referential (β, γ
fixed), the VISMOKE has a periodicity 2π when rotating the sample around the
normal film axis (ẑ-axis). This means an inversion of the sign of the VISMOKE
for a sample rotation of π, i.e. α→ α+ 180◦.

• The coefficients Vs,p, Q and A (and hence PMOKE and VISMOKE) are even func-
tion of the incidence angle ϕ and quasi-constant in the range 〈−30◦; 30◦〉. The
coefficient B (and hence LMOKE) is odd with ϕ and varies quasi-linearly with ϕ in
the range 〈−30◦; 30◦〉.



6.2. MOKE FROM Co DEPOSITED ON A Au(322) VICINAL SURFACE 97

6.2 Experimental data for Co deposited on a Au(322) vici-
nal surface

We have already described the structural and magnetic properties of a non-vicinal Au/Co/Au
structure (Section 4.4). For Co layer deposited on a Au(322) vicinal surface, the magneti-
zation reorients continuously from the out-of-plane to the in-plane direction when increas-
ing the Co thickness t(Co) between 2 AL and 5 AL. These results, obtained in the frame
of a collaboration between our group and the “Groupe de Physique des Solides” at the
University Paris VII, will be discussed in details in the thesis of G. Baudot.

Hence, to study VISMOKE, a Au(7 AL)/Co(5 AL)/Au(322) film structure was selected
in order to get a large enough in-plane anisotropy and a negligible remnant out-of-plane
component of the magnetization. All MOKE measurements presented in this Chapter
are obtained on this Co(5 AL) sample and they were performed with a MO set-up using
a photoelastic modulator (Section 2.4.1).

6.2.1 Preparation and structure of Co/Au(322) structure

The Au(322) single crystal studied here is a 2 mm thick disk of 4 mm in diameter, polished
to get a mirror-like surface. The surface is prepared in-situ in an ultra-high-vacuum (UHV)
chamber, with a base pressure of 3× 10−11 mbar, by repeated cycles of Ar+ sputtering at
900 eV and annealing at 800 K. The obtained morphology, shown in Fig. 6.2(a), displays
regularly spaced steps with experimental terraces width distribution with an averaged
value of 1.2 nm. The purity of the initial surface is checked by Auger Electron Spectroscopy.
Intrinsically, the Au(322) vicinal surface is misoriented by an angle ψ = 11.4◦ from the
[111] direction, and is ideally made of 1.17 nm terraces widths. All steps are monoatomic,
i.e. 0.235 nm high [118].

(a) (b)

Figure 6.2: STM images (50 nm×50 nm) of (a) a Au(322) vicinal surface (b) a Co(4 AL) layer deposited
on this Au(322) surface. The arrow indicates the [21̄1̄] descending step direction. Both images have the
same orientation and were courteously taken from [118].

Cobalt evaporation is done using a 2 mm diameter cobalt rod directly heated by
electron bombardment (Iem=12 mA, U=900 V). The pressure during the evaporation
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is always below 2 × 10−10 mbar. The morphology of the top Co interface is shown on
Fig. 6.2(b), evidencing that the Co growth is not pseudomorph on a Au(322) substrate.
Although it is still possible to distinguish reminiscence of the vicinal staircase, the Co
surface is rough and much more isotropic than the initial Au(322) surface. This is due to
the fact that Co does not grow layer-by-layer as it has a larger surface energy than Au. For
this reason, we consider only the Co/Au(322) interface as a symmetry breaking source for
the VISMOKE calculations. This justifies the introduction of memory depth ts in Section
(6.1.2) and Table 6.2. Finally, the 5 AL Co layer is capped with a 7 AL Au overlayer for
ex-situ magneto-optic measurements. The flux rate of the Co and Au deposition is about
1
2 AL/min and the layer thickness is measured in-situ by a quartz microbalance calibrated
by Rutherford Backscattering Spectrometry [118].

6.2.2 PMOKE loops in polar configuration (H ‖ ẑ)
The Figure 6.3 presents the PMOKE hysteresis loop of the Au(7AL)/Co(5AL)/Au(322)
sample measured in polar geometry (i.e. H ‖ ẑ), at zero angle of incidence (ϕ = 0). In this
configuration, we only measure PMOKE, i.e. the mz component of the magnetization. The
LMOKE is also zero, because ϕ = 0. No VISMOKE is present, because, as shown later,
the remnant in-plane magnetization orients along the Au(322) steps (i.e. α− β = ±π/2).
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Figure 6.3: PMOKE (H ‖ ẑ) ellipticity hysteresis loop of the Au(7AL)/Co(5AL)/Au(322) sample mea-
sured at 1.95 eV. The left loop shows the full hysteresis loop and the right one the minor loop.

The shape of the PMOKE loop indicates that spins lie nearly in-plane. However, there
is a weakly open hysteresis loop with a non-zero value for the remnant state (Fig. 6.3).
This means that the easy anisotropy axis is not exactly oriented in-plane, but this slightly
tilted away from it by an angle γ0 = 1.4◦. This value is determined from the ratio of
PMOKE in the remnant state and at saturation, which is equal to sin γ0.

6.2.3 MOKE loops in transverse field (H ‖ x̂)

Here, we discuss on MOKE hysteresis loops measured in transverse field H ‖ x̂. This
configuration has not to be confused with the transverse MOKE measuring the variation
of the rpp reflection coefficient with mx, which is zero here for ϕ = 0 (see Section 2.2.1).
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Transverse means here that the external magnetic field H is applied perpendicularly (ϕ =
0) to the light wavevector of the incident and reflected beams.

The MOKE loops for ϕ = 0 are presented on Figure 6.4 for a transverse in-plane
applied field (H ‖ x̂) for several sample rotation angle values α. Figure 6.4 shows that
ideal square loops are obtained for α = ±90◦ (i.e. when H ‖ Ŷ , which is the vicinal step
direction). The squareness of these loops clearly demonstrates that the easy magnetic
anisotropy axis lies in the step edge direction which corresponds to Ŷ . These square
loops are linked only to PMOKE since both LMOKE (ϕ = 0) and VISMOKE (β = 0 at
saturation, and hence cos(α − β) = 0) are zero in this configuration (see Table 6.2). For
α = 90◦, the weak observed PMOKE signal arises from a slight out-of-plane tilt of the easy
axis by an angle γ0 = 1.4◦ (see previous Section 6.2.2 and Figure 6.3). As expected, the
value of the PMOKE remnant ellipticity (1.1mdeg) in the transverse field configuration
corresponds exactly to the tilt angle γ0 = 1.4◦ determined previously from PMOKE in
H ‖ ẑ field.
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Figure 6.4: MOKE ellipticity hysteresis loops measured on Au(7AL)/Co(5AL)/Au(322) for several sam-
ple rotation angles α = (x̂, X̂). The measurements were performed at zero angle of incidence, the external
magnetic field was applied in the transverse direction (H ‖ x̂).
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Figure 6.5: (a) Easy magnetization axis directions for a 5 AL thick Co film deposited on a Au(322)
a vicinal interface, as follows from a pure mirror symmetry. (b) Experimentally observed unique easy
magnetization axis direction, the mirror symmetry has been removed as probably due to atomic ’kinks’
on the Au(322) surface (see Fig. 6.2). (c) Same situation as in case (b), but the sample is rotated around
ẑ by 180◦. Thus, if only one easy axis direction is present, a sample rotation α → α + 180◦ reverses the
magnetization tilt angle (i.e. γ0 → −γ0).

Nevertheless, following symmetry arguments for a pure mirror, the PMOKE in a transver-
sal field is expected to cancel due to the presence of two equivalent anisotropy axes, oriented
at γ0 = ±1.4◦ [Figure 6.5(a)]. However, in our case, another small structural perturbation
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lifts this degeneracy, making one of the axis preferable [Figure 6.5(b)]. The STM image
of the Au(322) vicinal surface (Figure 6.2) shows that the sample is slightly disoriented in
azimuth with respect to the [21̄1̄] direction and therefore it displays atomic kinks always
oriented in the same direction. This effect explains such an additional symmetry breaking.
The absence of an second easy axis was confirmed by loops measurements, when transver-
sal external magnetic field H is slightly tilted out-of-plane, providing similar hysteresis
loops.

The MOKE hysteresis loops, measured in transverse field geometry (H ‖ x̂), at ϕ = 0
(Figure 6.4), can be decomposed into square and S-shape contributions. The dependence
of the amplitudes of the square and S-shape contributions on the rotation angle α are
represented on Figure 6.6. Recall that square contribution originates from PMOKE. The
PMOKE amplitude at saturation (Fig. 6.6, triangles) does not depend much on the sample
rotation α, but it changes sign when α crosses 0 or 180◦. This is in agreement with the
presence of only one easy anisotropy axis, as shown on Figure 6.5(b) and (c). When the
sample is rotated from α to (α+ 180◦) the loop is inverted, i.e. the angle γ0 changes sign.
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Figure 6.6: Dependence of the s-MOKE ellipticity amplitudes of both square loop (4) and S-shape (�)
MOKE contributions on sample rotation α, as determined from hysteresis loops presented on Figure 6.4.
The S-shape contribution is fitted by a cosine function.

The second MOKE ellipticity contribution is the S-shape field-induced VISMOKE
(Figure 6.6, diamond). It reaches a maximum, far greater then the square loop amplitude
when magnetization is perpendicular to the step edges, i.e. for (α − β) = 0 or 180◦.
This maximum VISMOKE signal is reached for hysteresis loops measured for α = 0 or
180◦ (Figure 6.4). As predicted theoretically (Table 6.2), for β = 0, VISMOKE depends
on α as cosα. So, the low mirror symmetry of vicinal steps fixes a 2π periodicity for
VISMOKE, i.e. it reverses sign when rotating the sample by 180◦. To our knowledge, this
unusual behaviour has never been experimentally reported for ultrathin FM films grown
on a vicinal surface.

Figure 6.7 shows the dependence of the in-plane coercive field Hc of the PMOKE
ellipticity (square) signal with the sample rotation α. This gives the main proof that the
anisotropy axis lies in the step edge plane. In agreement with the uniaxial anisotropy
model [127], the coercive field varies as Hc = Hc0/ sinα, and thus diverges for α = 0, 180◦,
i.e. when H become perpendicular to step edges. In another words, the model predicts
that the projection of the coercive field Hc onto the easy axis direction is kept constant,
i.e. Hc · Ŷ = Hc0 =const., Ŷ being the easy axis direction.
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Figure 6.7: Variation of the in-plane coercive field with the sample rotation angle α. The origin α = 0
corresponds to H ‖ X̂. The full line shows a fit of the data by the Hc = Hc0/| sinα| function, with
Hc0 = 55 Oe.

6.2.4 MOKE loop in high transverse field

Here arises the question: Can VISMOKE be confused with a mistakenly measured PMOKE
signal? This can be checked for an in-plane magnetically saturated film. Indeed, the out-
of-plane component of the magnetization cancels (i.e. γ → 0) in large enough in-plane
applied field, giving finally no PMOKE contribution. Thus, at normal incidence (ϕ = 0)
and for α = 0 or 180◦, only VISMOKE is expected to survive at saturation. On the other
hand, for α = ±90◦, there should be no VISMOKE and PMOKE in high transverse field.
Unfortunately, we could not test this idea on the original sample, since it was destroyed
before. Thus, in order to perform high field measurements, a new sample was fabricated.
For this new Co layer deposited on the same Au(322) vicinal surface, the tilt angle γ0 was
about 3◦.

We measured hysteresis loops up to 2.5 kOe for H ‖ x̂. As expected from the previous
discussion, for α = ±90◦, the MOKE ellipticity vanish at high field. For α = 0, when
increasing the field, the MOKE field-induced curve shows an S-shape at low field, reaches a
maximum around 1.2 kOe, and tends to decrease a little at higher field to finally saturate.
This loop is presented on Figure 6.8. This final decrease of the MOKE signal in high field
comes from the reduction of the small PMOKE component, which tends finally to zero
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Figure 6.8: MOKE ellipticity hysteresis loop of the new Au(5AL)/Co(5AL)/Au(322) sample for H ‖ x̂
and at ϕ = 0, measured in a rather high field. The rotation angle was α ≈ 0.
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(γ → 0). Only the VISMOKE contribution is then present at high field. As expected, this
high field MOKE change is nearly equal to PMOKE measured for α = 0 or 180◦. Thus,
this is another proof that the measured VISMOKE signal is not mistakenly coming from
a PMOKE signal.

6.2.5 MOKE at oblique angle of incidence

As shown above, the field-induced MOKE (H ‖ ŷ) hysteresis curves may be decomposed
into S-shape and square loop contributions. The dependence of the S-shape (for α = ±90◦)
and square loop (for α = 0, 180◦) contributions with the incidence angle ϕ are presented in
Fig. 6.9. Recall that here forH ‖ ŷ, the larger S-shape signal is obtained for α = ±90◦. As
expected from Table 6.2, PMOKE and VISMOKE are quasi-constant while LMOKE varies
quasi-linearly with ϕ in the 〈−30◦, 30◦〉 range. Since LMOKE is zero at ϕ = 0, we can
extract the PMOKE and VISMOKE effects from the square loop and S-shape amplitudes,
respectively for ϕ = 0. As expected, the variation =[d(MOKE)/dϕ] = −0.078 mdeg/deg
is found to be identical in all cases (Fig. 6.9).
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Figure 6.9: Variation of the MOKE ellipticity amplitude of the square loop (α = 0◦ and 180◦) and
S-shape (α = ±90◦) contributions with the incidence angle ϕ for H ‖ ŷ. Note that here H is applied along
ŷ, i.e. at 90◦ from previous situations.

6.2.6 Determination of εs from MOKE measurements

The VISMOKE measured at photon energy E = 1.95 eV, for ϕ = 0, is found to be
equal to (0 − 9i) mdeg at saturation. The saturated PMOKE for H ‖ ẑ (γ = 90◦) is
(−23 + 48i) mdeg. Comparing the analytical expressions of s-PMOKE (AχVsQt

(Co)εm)

with that of s-VISMOKE (AχVsQtsεsεm/ε
(fm)
0 ), the value of εs can be estimated from the

VISMOKE/PMOKE ratio. Thus, we deduce εsts/εdt
(Co) = (−0.15 + 0.07i) ± 0.02 mdeg.

Assuming a memory thickness ts = 2 AL, and using the diagonal Co permittivity ε
(fm)
0 =

−12.6 + 18.5i (ref. [84]), we deduce a rather large value for the off-diagonal structural

coefficient, εs = 1.42 − 9.38i. It has to be compared with ε
(nf)
0 = −13.47 + 1.27i for the

Au and ε
(fm)
0 = −12.56 + 18.53i for the Co layer.
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6.3 Optical determination of εs

As the structural off-diagonal element εs has a pure optical origin, we can determine its
value from “structural” (non-magnetic) measurements. For example, εs can be deter-
mined from the experimental dependence of the MOKE signal with sample rotation, i.e.
Φ(struc)(α) (Table 6.2).

In order to get the best accuracy on εs, we prefered to keep the sample fixed and rotate
all optical elements by an angle µ. By this way, the reflected light beam is surely fixed
in position through all optical elements and the light spot always checks the same sample
area. We used an optical set-up with the following arrangement: laser – polarizer(p) –
sample – photoelastic modulator(0◦) – analyzer(45◦) – detector. As shown in Section 2.4.1,
the signal detected at the modulator frequency f , and for µ = 0, is proportional to S =
=(rsp/rpp) [Eq. (2.24)]. When optical elements are rotated by an angle µ, the coefficients
of the usual reflection matrix are replaced by their effective counterparts r′ij , i, j = {s, p}

R′=
[
r′ss r′sp
r′ps r′pp

]
= K(µ)RK(µ)

=

[
c2rss − s2rpp + cs(rps − rsp) c2rsp + s2rps + cs(rpp + rss)
c2rps + s2rsp − cs(rpp + rss) c2rpp − s2rss + cs(−rsp + rps)

]
,

(6.8)

where c, s are shortcuts for cosµ, sinµ, respectively, K(µ) being the rotation 2×2 matrix.
As can be seen from Eq. (6.8), the large contribution to the reflectivity signal, S(µ) =
=(r′sp/r

′
pp), is not linked to εs, but to the sum of the reflection coefficients rss + rpp at

oblique incidence angle. Note that for ϕ = 0, rss = −rpp (see Tab. 2.1 or Tab. 3.1).
Thus, this contribution must be canceled out by subtracting two successive measurements
performed for α = 0 and α = 90◦. Taking into account that ∆S = (Sα=90◦ − Sα=0) does
not depends much on rsp and rps in our experimental conditions, i.e. for ϕ = 10◦, the

dependence of ∆S on εs is mainly related to ρ
(2)
ss , ρ

(2)
pp , leading to

∆S(µ) ≈ ρ
(2)
pp − ρ(2)

ss

r
(0)
pp − r(0)

ss

ε2
s ts sin 2µ, (6.9)

where r
(0)
ss , r

(0)
pp and ρ

(2)
pp , ρ

(2)
ss are the zeroth and second-order diagonal reflection coefficients

in εij , with i 6= j, respectively. These coefficients are defined in Table 3.1 and their
numerical values are reported in Appendix 6.7. Note that ∆S ∼ ε2

s.
The experimental data relative to the S(µ) variation for a sample in its remnant

state, for ϕ = 10◦, α = 0◦ and 90◦, and of their difference ∆S(µ) are represented on
Fig. 6.10. The experimental data fit quite well the theoretical S(µ) curve. The deduced
differential curve ∆S(µ) [Fig. 6.10(b)] exhibits a C sin 2µ dependence with C = 40 mdeg.
In counterpart, substituting to Equation (6.9) the complex value of εs, obtained from
MOKE measurements and assuming ts = 2 AL, we deduce C = 15 mdeg. So, since
∆S(µ) ∼ ε2

s, the present reflectivity measurements lead here to a larger value of εs by a
factor 1.6 than that deduced before from the VISMOKE/PMOKE ratio. However, one
has to consider that the measurements and calibration errors could be about 20%.

This can not explain the discrepancy between MOKE and reflectivity determinations of
εs. A reason for this discrepancy is more behind our too simplified model which assumes
a step profile along z for both εs (over a thickness ts) and εm (over a thickness t(fm)).
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Figure 6.10: (a) Variation of the differential optical reflectivity S = =(r′sp/r
′
pp), measured for ϕ = 10◦ and

α = 0◦ (�) or α = 90◦ (�) as a function of the orientation angle µ of the optical elements with respect to
the sample [see Eq. (6.8)]. The calculated S(µ) ∼ sin 2µ curves are represented by lines. (b) The difference
∆S(µ) = Sα=90◦(µ)− Sα=0◦(µ) is related to ε2

s. The full line shows a plot of the ∆S(µ) value calculated
by the 4 × 4 matrix formalism, substituting the εs value found from the VISMOKE/PMOKE ratio. The
dash-dotted line gives the plot of the − sin 2µ variation and stands as a guide for the eye.

Taking into account of the profiles for εs(z) and εm(z), our measurements are sensitive to
different integral quantities, since VISMOKE is proportional to

∫
εs(z)εm(z)dz, PMOKE

to
∫
εm(z)dz and ∆S ∼

∫
ε2
s(z)dz (see Chapter 4 or ref. [57]). So, in the absence of well

known profiles for εs and εm, it is unreasonable to give any interpretation on the origin
of the discrepancy between the optical and MO determination of εs. On the other hand,
such measurements can give more informations about in-depth profiles of εs or εm.

6.4 Phenomenological model for εs

The microscopic origin of the opto-structural perturbation εs is certainly associated in part
to the difference between electronic band structures for vicinal and non-vicinal planar in-
terfaces. As already discussed in Chapter 4, the evaluation of this contribution requires
the use of sophisticated ab-initio calculations. Another contribution comes from the dif-
ferent boundary conditions of the electrical field at vicinal and planar interfaces. In this
Section, we present a simple phenomenological model for interpreting εs as a consequence
of modified boundary conditions at the vicinal interface.

The classical planar boundary relation (conservation of tangential E and normal D
components) found in any textbook of electromagnetism, between two isotropic media
[denoted by (a) and (b)] can be expressed as

∆D(pln) = D(b,pln) −D(a,pln) = (ε
(b)
0 − ε

(a)
0 )



E

(a)
x

E
(a)
y

0


 = (ε

(b)
0 − ε

(a)
0 )



E

(b)
x

E
(b)
y

0


 , (6.10)

where the superscript “pln” refers to the planar interface [Figure 6.11(a)]. Since we assume
that the interface separates two isotropic media, D(j,pln) = ε(j,iso)E(j,pln), where j =

{a, b} relates to the medium and ε(j,iso) = ε
(j)
0 δmn is the isotropic permittivity, δmn is the

Kronecker symbol. Note, that ∆D
(pln)
z = 0 in Eq.(6.10) expresses the conservation of the

normal components for D over the interface.
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Figure 6.11: (a) Planar interface (“pln”) fulfilling planar boundary conditions [Eq. (6.10)] (b) vicinal
interface (“vic”), where planar boundary conditions are assumed to be fulfilled on the extended [larger
(l)] steps of the vicinal interface [Eq. (6.11)] (c) vicinal interface (“vp”), but vicinal boundary conditions
are described by a modification of the permittivity tensor in the vicinity of the vicinal interface, keeping
planar boundary conditions valid [Eqs. (6.12)(6.15)].

Let us assume that the planar boundary conditions, expressed by Eq. (6.10), are valid
on the extended flat parts [denoted as large (l) on Figure 6.11(b)] of the vicinal interface
steps, which are misoriented by a miscut angle ψ with respect to the mean optical plane.
Thus, rotating the planar boundary conditions by an angle −ψ around the x̂ axis, the
vicinal boundary conditions can be written

∆D(vic) = D(b,vic) −D(a,vic) =
(
ε

(b)
0 − ε

(a)
0

)



E
(a,vic)
x cos2 ψ + 1

2E
(a,vic)
z sin 2ψ

E
(a,vic)
y

1
2E

(a,vic)
x sin 2ψ + E

(a,vic)
z sin2 ψ




=
(
ε

(b)
0 − ε

(a)
0

)



E
(b,vic)
x cos2 ψ + 1

2E
(b,vic)
z sin 2ψ

E
(b,vic)
y

1
2E

(b,vic)
x sin 2ψ + E

(b,vic)
z sin2 ψ


 ,

(6.11)
where the superscript “vic” denotes that the variables and boundary conditions belong to
each extended step (l) of the vicinal interface. Again, the vicinal interface is assumed to
separate two isotropic media, i.e. D(j,vic) = ε(j,iso)E(j,vic).

Most formalisms treating of the light propagation inside a multilayer structure assume
that planar boundary conditions are fulfilled. Thus, we want to introduce here a model
for vicinal interfaces in which:

(i) planar boundary conditions [Eq. (6.10)] are valid
(ii) vicinal boundary conditions [Eq. (6.11)] modify the form of the permittivity tensor

in the vicinity of the vicinal interface2.

Introducing a new superscript “vp” related to a vicinal interface which fulfills planar
boundary conditions [Figure 6.11(c)], the new relationship between D(vp) and E(vp) at

2Another way to treat modified boundary conditions is to introduce the surface polarization on the
vicinal interface [124].
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the vicinal interface writes

D(j,vp) = ε(j,vp)E(j,vp). (6.12)

To find solutions of Eq.(6.12), we need to relate the independent “pln”, “vic” and “vp”
systems. This relation can be established through a common variable A. Hence, the
variation of electric fields E(j,pln)(A), E(j,vic)(A), E(j,vp)(A), and inductions D(j,pln)(A),
D(j,vic)(A) D(j,vp)(A) has to be found. Because the choice of A is arbitrary, the easiest
way is to set up this common variable by equalizing the electric fields for all cases, i.e.
A = E(a,pln) = E(a,vic) = E(a,vp) ≡ E(a), or A = E(b,pln) = E(b,vic) = E(b,vp) ≡ E(b).
Then, the difference between planar and vicinal boundary conditions ∆∆D, expressed
through newly defined common variables E(a) or E(b) becomes

∆∆D = ∆D(vic) −∆D(pln) =
(
ε

(b)
0 − ε

(a)
0

)


−E(a)

x sin2 ψ + 1
2E

(a)
z sin 2ψ

0
1
2E

(a)
x sin 2ψ + E

(a)
z sin2 ψ




=
(
ε

(b)
0 − ε

(a)
0

)


−E(b)

x sin2 ψ + 1
2E

(b)
z sin 2ψ

0
1
2E

(b)
x sin 2ψ +E

(b)
z sin2 ψ


 .

(6.13)

This difference between boundary conditions gives the modification of ε(j,vp). We
assume that this difference is equally distributed into both media at interfaces, i.e. between
both ε(a,vp) and ε(b,vp) permittivity tensors. Since the common variable A for “pln”, “vic”
and “vp” systems is arbitrary, it is convenient to choose E(a) and E(b) to determine ε(a,vp)

and ε(b,vp), respectively. Hence, the relationship between electric inductions are

D(a,vic)(E(a)) = D(a,vp)(E(a))−∆∆D(E(a))/2

D(b,vic)(E(b)) = D(b,vp)(E(b)) + ∆∆D(E(b))/2.
(6.14)

This is the crucial step of our analysis. Equation (6.14) justifies that planar and vicinal
boundary conditions of ∆D(vp) = ∆D(pln) and of D(vic) are fulfilled and their difference
is ∆∆D. Taking into account that D(j,vic) = ε(j,iso)E(j,vic), we obtain

ε(j,vp) =



ε

(j)
0 − ε

(j)
t 0 ε

(j)
s

0 ε
(j)
0 0

ε
(j)
s 0 ε

(j)
0 + ε

(j)
t


 , (6.15)

where ε
(a)
s , ε

(b)
s , ε

(a)
t , ε

(b)
t have the following form

ε(a)
s =

1

4

(
ε

(b)
0 − ε

(a)
0

)
sin 2ψ ε(b)

s =
1

4

(
ε

(a)
0 − ε

(b)
0

)
sin 2ψ (6.16)

ε
(a)
t = −1

2

(
ε

(b)
0 − ε

(a)
0

)
sin2 ψ ε

(b)
t = −1

2

(
ε

(a)
0 − ε

(b)
0

)
sin2 ψ. (6.17)

This result can be applied to both types of large (l) and small (s) parts of the vicinal
interface [Figure 6.11(a)], having orientations ψ and (ψ − 90◦), respectively. Substituting
these angles into Eq. (6.16), we found that these contributions (per unit area) give opposite
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sign for εs. Thus, summing the weighted contributions for small (s) and large (l) steps,
we arrive to

ε(a)
s =

1

4
(ε

(b)
0 − ε

(a)
0 )

(
cos2 ψ − sin2 ψ

)
sin 2ψ. (6.18)

In the case of a small miscut angle ψ, the area of (l) type steps is much larger than that
of (s) type steps, and thus this last contribution can be neglected. Hence, εs expresses by
Eq. (6.16). In the hypothetical case of ψ = 45◦, Eq. (6.18) leads to εs = 0, as expected
when a new mirror plane symmetry is added.

6.4.1 Numerical calculation of εs for a Co/Au(322) interface

Figure 6.12 shows the calculated spectral dependence of εs inside the Co layer in the
vicinity of a Co/Au(322) interface (miscut angle ψ = 11.4◦), as expressed by Eq. (6.16). In
particular, for E = 1.95 eV, the value of the structural off-diagonal coefficient is calculated
to be εs = 0.09 + 1.67i. It can be compared with the experimental value determined from
MOKE measurements, giving εs = 1.42− 9.38i. Thus, the theoretical value is only 18% of
the experimental one, which is determined in Section 6.2.6 from the VISMOKE/PMOKE
ratio, and about 30% of the value obtained from reflectivity measurements. Thus, to
get a more quantitative agreement, refined calculations on the influence of the modified
boundary conditions and the perturbation of the electronic band structure at the interface
are required. From an experimental point of view, the spectral dependence of εs can give
some insight into the processes involved at the vicinal interface.
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Figure 6.12: Calculated real (full line) and imaginary (dashed line) parts of the spectral dependence of
εs related to the Co/Au(322) interface (miscut angle ψ = 11.4◦), using Eq. (6.16).

6.5 Conclusion and perspectives of Chapter 6

In this Chapter the Vicinal Interface Sensitive Magneto-Optical Kerr Effect (VISMOKE)
was analytically predicted, and for the first time experimentally evidenced on a Co layer
deposited on a Au(322) vicinal surface. VISMOKE appears when FM layers are deposited
on very low-symmetry surfaces (i.e. on surfaces providing at most one mirror symme-
try plane). Obviously, VISMOKE cannot be evidenced from a FM layer grown on high
symmetry surfaces, such as Au(111). VISMOKE comes from the coupling between the
opto-structural perturbation εs, induced by the low interface symmetry, and the usual
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magneto-optical perturbation εm. It is linear with in-plane magnetization and character-
ized by a 2π symmetry behavior when rotating the film around its normal axis. I developed
a phenomenological model for interpreting εs as a consequence of modified boundary con-
ditions at the vicinal interface. As experimentally demonstrated, VISMOKE has to be
considered in all MOKE studies concerning FM films deposited on vicinal surfaces.

It would be very interesting to determine the spectral dependence of εs, since there
is not many ways for performing spectroscopy of FM/non-FM buried metal interfaces.
Other possible methods could be:

(i) Magneto-Optical Second Harmonic Generation, but the actual accessible spectral
range is rather limited for the moment.

(ii) a technique presented here in Chapter 4 (or reference [57]) which determines the
interface contribution from the dependence of MOKE on the FM layer thickness,
Φ(t(fm)).

From an experimental point of view, εs can be determined by several ways; either from
the VISMOKE/PMOKE ratio, or from optical reflectivity measurements. All these results
would be interesting for testing phenomenological models or ab-initio calculations in simple
model film structures with known sharp interfaces.

6.6 Appendix I of Chapter 6

angle of incidence ϕ

sample rotation α

magnetization orientation β, γ

photon energy E 1.95 eV

wavelength λ 634 nm

refractive index of air N (0) 1

Au diagonal permittivity ε
(nf)
0 ≡ ε(Au)

0 -13.47 + 1.27i

refractive index of Au N (nf) = N (Au) =

√
ε

(Au)
0 0.17 + 3.67i

Co diagonal permittivity ε
(fm)
0 ≡ ε(Co)

0 -12.56 +18.53i

refractive index of Co

√
ε

(Co)
0 2.22 + 4.18i

Co off-diagonal mag. permitt. εm ≡ −iε(Co)
1 0.75 + 0.21i

Co off-diagonal struc. permitt. εs 1.42-9.38i ?

Co layer thickness t(fm) ≡ t(Co) 5 AL=̂1 nm

Au overlayer thickness d(nf,1) ≡ d(Au,1) 7 AL=̂1.8 nm

wavevector in vacuum k
(ω)
0 9.90×10−3 nm−1

Table 6.2: Numerical values of some coefficients used in present Chapter 6.

? This value of εs is determined from the VISMOKE/PMOKE ratio.
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6.7 Appendix II of Chapter 6

ϕ = 0◦ ϕ = 30◦ ϕ = 70◦

Ny 0 0.50 0.94

N
(nf)
z 0.17 + 3.67i 0.17 + 3.71i 0.17 + 3.79i

Q 0.9030 + 0.0043i 0.9022 + 0.0043i 0.9001 + 0.0042i

r
(0)
ss -0.84 - 0.49i -0.88 - 0.43i -0.98 - 0.18i

r
(0)
pp 0.84 + 0.49i 0.80 + 0.56i 0.19 + 0.93i

ρ
(0,t(fm))
ss [nm−1] (0.018 + 0.011i) (0.0159 + 0.0086i) (0.0070 + 0.0016i)

ρ
(0,t(fm))
pp [nm−1] (-0.018 - 0.011i) (-0.019 - 0.015i) (-0.0064 - 0.0408i)

ρ
(1)
pp [nm−1] 0 (0.0068− 0.1117i)10−3 (0.25− 0.25i)10−3

ρ
(2)
ss [nm−1] (0.537 + 0.015i)10−4 (0.466− 0.021i)10−4 (0.177− 0.059i)10−4

ρ
(2)
pp [nm−1] (−0.537− 0.015i)10−4 (−0.610− 0.067i)10−4 (−0.696− 0.780i)10−4

Table 6.3: Values of some coefficients for the Au(7AL)/Co(5AL)/Au structure, at a photon
energy E=1.95 eV. All these coefficients have been defined in Table 3.1.





Chapter 7

Second Harmonic Generation
(SHG) from a multilayer structure

“. . . Faire ensuite le portrait de l’arbre
en choisissant la plus belle de ses branches
pour l’oiseau . . . ”

The Second Harmonic Generation (SHG) defined in Section 2.2.2, also called non-linear
MO, is especially suitable for studying surfaces and buried interfaces in usual multilayer
structures (for an overview see, e.g. [1, 2]). Furthermore, the SHG signal depends linearly
on magnetization, and thus can provide information about the magnetization state of
surface or interfaces. In this case, it is called Magneto-Optical SHG (MOSHG). As we
shall see below, this technique is complementary to the in-depth Kerr effect investigated
previously in Chapter 5. The basic properties of MOSHG, compared to linear MO, are
the following:

• No SHG or MOSHG is generated from bulk centrosymmetric media. Thus, in most
metallic multilayers, the MOSHG originates from surface and interfaces, where the
symmetry inversion is broken. Thus, MOSHG is here selectively sensitive to the
magnetization of interfaces. This is far different for MOKE which is determined by
an integration over the thickness of all FM layers present in the multilayer structure.

• As for MOKE, MOSHG performed in different configurations, checks different mag-
netization components (discussed later in Section 8.3). For example, ss and pp

configurations (defined below) are only sensitive to longitudinal or transverse compo-
nents of the magnetization, respectively. As we shall see later, contrarily to PMOKE,
the MOSHG is never related to the polar magnetization alone.

• In the case of MOKE, the contributions from different FM layers are simply additive
[45]. In counterpart, MOSHG contributions issued from different interfaces interfere
with each other, leading to more complex behavior. Since the phase of the SHG signal
is opposite when reversing the order of the metals at the interface [1], an ultrathin
FM layer sandwiched between non-magnetic layers of the same composition will give
rise only to a weak MOSHG effect. For example, in the Au/Co/Au structure having
a very thin Co thickness, the total contribution from both Au/Co interfaces is much
smaller than the MOSHG signal due to only one interface [128].

Furthermore, it is easier to determine the depth of a FM layer with MOKE since
it contains the phase information (see Section 5.5). In the case of MOSHG, the

111
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situation is not so straightforward because one usually measures the light intensity,
i.e. phase information is removed.

The aim of this Chapter is to develop a new formalism, allowing to calculate SHG and
MOSHG from any multilayer structure. In fact, one of the motivations was the absence
of a general SHG and MOSHG formalism providing the description of samples, with a
lateral distribution of properties at their interface (periodic magnetic domains, irradiated
samples etc.).

The originality of our approach is based on the description of the SHG phenomenon
by means of an electric point dipole radiation which modifies the boundary conditions at
its location, i.e. for the tangential components of E(2ω), H(2ω). This allows to calculate
the radiated intensity provided by any dipole distributions. These dipoles can be assumed
to radiate either coherently or non-coherently. Furthermore, the proposed formalism is
suitable to treat the case of optically anisotropic multilayers.

The previous formalism, proposed by Wierenga et al. [4], assumed that SHG was gen-
erated by a homogeneously polarized sheet. However, they have not derived the modified
boundary conditions in the presence of this polarized sheet. The rigorous determination
of these boundary conditions in the r-space was proposed recently by R. Atkinson and
N.F. Kubrakov [129]. The analytical formulas for MOSHG at a single air/FM interface
was derived by A.K. Zvezdin and N.F. Kubrakov [130].

The formalism presented in this Chapter is recently submitted for publication (J. Ham-
rle et al. [131]).

7.1 Sketch of the developed SHG formalism

The SHG formalism presented here involves several stages. Some of them, in particular
mathematical considerations, are already presented in Chapter 3 and Appendices C, D
and E. The sketch of the SHG formalism is presented on Figure 7.1.

• The determination of the electric field intensity at the ν-th interface at the funda-

mental (ω) frequency, E
(ω)
ν , has been already solved in Section 3.2.5. It is expressed

in the matrix form by E
(ω)
ν = X

(ω)
ν J

(ω)
0,+ [Eq. (3.33)], where X

(ω)
ν is the matrix of in-

coming generalized Fresnel coefficients, and J
(ω)
0,+ = [E(ω)

0,s,−, E
(ω)
0,p,−]T the Jones vector

of the incoming light.

• The determination of the complex moment of an electric point dipole located on the

ν-th interface, µ
(2ω)
ν = χν⊗E(ω)

ν E
(ω)
ν , where χν is the third-rank susceptibility tensor

(sometimes called non-linear susceptibility tensor, second-order susceptibility tensor
or χ-tensor), is discussed in the following Section 7.2 and its symmetry detailed in
Section 8.1.2.

Recall that χ is non-zero solely for media where the symmetry inversion is broken.
In most metallic multilayers, this condition is fulfilled only on surface and interfaces.
Thus we assume that SHG and MOSHG radiation originate only from surface and
interfaces [1].

• The presence of the radiating point dipole µ
(2ω)
ν implies modified boundary condi-

tions, which have to be derived first (Appendix D). For this task, it was necessary to
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Figure 7.1: Sketch of the developed SHG formalism. For details see Section 7.1.
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come back to mathematical aspects. Thus, I propose and define a new q-space (Sec-
tion 3.1), in which the electric point dipole radiation is described by a non-diverging
function. It is not the case in the k-space (for details see Appendix E).

• These modified boundary conditions were incorporated into the 4×4 matrix formal-
ism in order to determine the outcoming radiated modal amplitudes (Section 7.3).
The relation between radiated modal amplitudes and the dipole moment is then

expressed in a matrix form: A
(2ω)
ν,spd = Y

(2ω)
ν µ

(ω)
ν or by J

(2ω)
ν,d,spd = Z

(2ω)
ν,d µ

(2ω)
ν , where

Y
(2ω)
ν , Z

(2ω)
ν,d are the generalized outcoming Fresnel matrices.

• The resulting vector of radiated modal amplitudes A
(2ω)
ml is then determined by

integration over all radiating dipoles located on each interface and by summing over
all interfaces (Section 7.4).

• Finally, I express the total radiated light intensity in far field. This is not a trivial
task, since modal amplitudes are expressed in the q-space, and thus the light intensity
is not simply given by the square of the modal amplitude coming out from the
structure (Section 7.5).

Let us now examine the different stages which have not been treated so far.

7.2 SHG as radiation of an electric point dipole

In most publications and textbooks concerning the SHG and MOSHG in multilayers (e.g.
[4]), the source of SHG is described by an infinitely thin polarization sheet located at the
interface. In the dipole approximation, the polarization of the sheet P (2ω) is quadratically
dependent on the electric field at the interface E(ω) by:

P (2ω) = χ̃⊗E(ω)E(ω) (7.1)

through the 3-rd rank susceptibility tensor χ̃, which phenomenologically describes the ori-
gin of the electromagnetic field at 2ω. The polarization sheet is assumed homogeneous
and coherent. The sheet polarization P (2ω) is incorporated into the Maxwell equations
considering the relation D(2ω) = ε0E

(2ω) +P (2ω). Consequently, this causes a discontinu-
ity of E and H fields through the sheet (or interface) [129].

In the presented new formalism, I reconsider this problem from a different point of
view: I assume that each electric point dipole, oscillating at frequency 2ω is a source of
SHG. Thus, the total radiated intensity in the multilayer structure is given by summing
all radiating dipole contributions (over one entire interface and over all interfaces). The
complex moment µ(2ω) of an electric point dipole can be expressed similarly to Eq. (7.1)

µ(2ω) = χ⊗E(ω)E(ω), (7.2)

where χ and χ̃ have the same symmetry, discussed in detail in Section 8.1.2. The electric
point dipole moment µ(2ω) is incorporated into the Maxwell equations through non-zero
sources ρ(2ω), j(2ω), as described in Appendix D.2.

Of course, the point dipole approach give finally the same results as the more traditional
one, when treating an uniform and isotropic problem.

Finally notes that the form of Eqs. (7.1)(7.2) suggests that different electric point
dipoles are coherent, as the phase of µ(2ω) is related to the phase of E(ω).
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7.3 Incorporation of a radiating electric point dipole into
the multilayer structure

In this Section, the dipole radiation is incorporated into a multilayer structure and the
modal amplitudes outcoming the multilayer structure are determined.

Firstly, important assumptions of our model that incorporates dipoles into multilayer

structure must be defined. The dipole of complex moment µ
(2ω)
ν is assumed to be lo-

cated inside an infinitesimally thin vacuum sheet, which is located on the ν-th interface
[Figure 7.2].

ν - 1

ν
zν

ε

ε
µν

Aν−1
(2ω)

Aν
(2ω)

z vacuum
layer

ν

ν - 1

zν−1

zν+1 Avac,ν+ε
(2ω)

Avac,ν−ε
(2ω)

Figure 7.2: Sketch of the electric point dipole located inside the ultrathin vacuum layer located at each
interface.

The justifications and objectives of the presence this ultrathin vacuum sheet are the
following [2, 4]:

(i) In the derivation of the electric point dipole radiation (Appendix D), we assume that
dipole is situated inside an ultrathin sheet located at the ν-th interface. However

the value of the interface permittivity ε
(2ω)
ν of the sheet is unfortunately unknown.

Thus, instead of supposing that the interface permittivity is some sort of “average”

of permittivities surrounding it, we suppose that ε
(2ω)
ν of this sheet has the vacuum

permittivity.

(ii) This approach is justified [2] since this arbitrary choice of interface permittivity

value ε
(2ω)
ν does not prevent the calculations to be general. The relation between

the outcoming Jones vector J
(2ω)
ν,d and the electrical field on the interface E

(ω)
ν can

be obtained independently from the knowledge of ε
(2ω)
ν . This is only related to the

renormalization of χ-tensor elements accordingly to the value of ε
(2ω)
ν . In other

words, we define new χ-tensor elements that are renormalized with respect to this
assumed vacuum interface sheet.

(iii) In counterpart, we suppose that the electric field E
(ω)
ν at the interface is just the

average of its values just above and under the interface [Eq. (3.32)]. This is not
contradictory with this ultrathin vacuum sheet, inside which the emitting dipole is
located.

The presence of a radiating dipole relaxes the conservation rule on the tangential

components of modal amplitudes E (2ω)
ν,s/p.± inside the ultrathin vacuum sheet. Thus, the
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jump of the modal amplitudes at interfaces is [Eq. (D.27)]:

E(2ω)
ν+ε,s,± − E

(2ω)
ν−ε,s,± = ∆Eµν,s,± =

i(ku0 )2

2ε0

k
(2ω)
0

±N (2ω)
z,vac

(µ(2ω)
ν · ê(2ω)

vac,s,±) exp[−iq(2ω) · ρν ],

E(2ω)
ν+ε,p,± − E

(2ω)
ν−ε,p,± = ∆Eµν,p,± =

i(ku0 )2

2ε0

k
(2ω)
0

±N (2ω)
z,vac

(µ(2ω)
ν · ê(2ω)

vac,p,±) exp[−iq(2ω) · ρν ],

(7.3)

where E(2ω)
ν+ε,s/p,± and E(2ω)

ν−ε,s/p,± are s and p modal amplitudes located inside the ultrathin
vacuum sheet at positions zν + ε and zν − ε, for ε → 0, respectively, i.e. just above

and just under the dipole placed at the position zν . The modal polarizations ê
(2ω)
vac,s/p,±

characterize the s and p polarization directions inside this vacuum sheet [see Eq. (3.19)].

For a given material and at a fixed frequency, q(2ω) ≡ [k
(2ω)
x , k

(2ω)
y ] defines the propagation

direction of a radiation mode. ρν ≡ [xν , yν ] gives the lateral dipole position on the ν-th
interface. k(2ω) = 2ω/c is the vacuum wavevector and c the light velocity in vacuum. ku0
is a normalization factor in m−1 units, appearing when equalizing the units between the
electric field expressed in the real space [i.e. E(r)] and in the Fourier q-space [i.e. E(q)].

For numerical calculations we set ku0 = k
(ω)
0 . For the definition of the q-space, see Eq. (3.4),

and for the Fourier transformation, consider Eqs. (A.2-A.3). ε0 is the absolute permittivity

in vacuum and N
(2ω)
z,vac represents the z-component of the reduced wavevector inside the

infinitesimally thin vacuum sheet, i.e. N
(2ω)
vac = k

(2ω)
vac /k

(2ω)
0 = [N

(2ω)
x , N

(2ω)
y , N

(2ω)
z,vac], where

N
(2ω)
z,vac =

√
εvac − (N

(2ω)
x )2 − (N

(2ω)
y )2, being εvac = 1. Note that when the fundamental

light beam is coming from the air, then N
(2ω)
z,vac = cosϕ where ϕ is incidence angle.

Starting from Eq. (7.3), the modal amplitudes of the radiating point dipole can be
introduced into the 4× 4 matrix formalism (Section 3.2). Firstly, we define

∆A(2ω)
ν ≡ [∆Eµν,s,+,∆Eµν,s,−,∆Eµν,p,+,∆Eµν,p,−]T = A

(2ω)
ν+ε,vac −A

(2ω)
ν−ε,vac, (7.4)

which expresses the difference between vectors of modal amplitudes A
(2ω)
ν±ε,vac just above

and under the radiating point dipole located inside the infinitesimally thin vacuum sheet.
The superscript T denotes the vector transposition.

The A
(2ω)
ν±ε,vac vectors are connected with vectors of modal amplitudes inside the super-

strate A
(2ω)
0 and the substrate A

(2ω)
M+1 [Eqs.(3.16)(3.18)] so that:

A
(2ω)
0 = L(2ω)

ν [D(2ω)
ν ](−1)D(2ω)

vac A
(2ω)
ν−ε,vac (7.5)

A
(2ω)
ν+ε,vac = [D(2ω)

vac ]−1D(2ω)
ν [L(2ω)

ν ]−1L
(2ω)
M+1A

(2ω)
M+1, (7.6)

where the matrix L
(2ω)
ν is defined by Eq.(3.17). The matrix products [D

(2ω)
vac ]−1D

(2ω)
ν and

[D
(2ω)
ν ](−1)D

(2ω)
vac ensure that A

(2ω)
ν±ε,vac are modal amplitudes inside the vacuum sheet and

not in the ν-th layer.

Considering Equations (7.4)(7.5)(7.6), we arrive to the expression

A
(2ω)
0 = L

(2ω)
M+1 ·A

(2ω)
M+1 − L(2ω)

ν [D(2ω)
ν ]−1D(2ω)

vac ·∆A(2ω)
ν , (7.7)
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relating the outcoming vectors of modal amplitudes A
(2ω)
0 , A

(2ω)
M+1, to the jump of modal

amplitudes ∆A
(2ω)
ν , appearing at the position of the radiating point dipole.

Because the SHG light comes out from the structure, the vectors of modal amplitudes
in the superstrate and substrate have the form

A
(2ω)
0 = [0, E (2ω)

0,s,−, 0, E
(2ω)
0,p,−]T (7.8)

A
(2ω)
M+1 = [E(2ω)

M+1,s,+, 0, E
(2ω)
M+1,p,+, 0]T (7.9)

Thus, the relation between the outcoming modal amplitudes and the discontinuity created
by the radiating point dipole is:

A
(2ω)
ν,spd =




E(2ω)
M+1,s,+

E(2ω)
0,s,−

E(2ω)
M+1,p,+

E(2ω)
0,p,−




= [K
(2ω)
M+1]−1L(2ω)

ν [D(2ω)
ν ]−1D(2ω)

vac ·∆A(2ω)
ν (7.10)

where the subscript ”spd” represents the outcoming SHG radiation generated by the single

point dipole. K
(2ω)
M+1 is defined by

K
(2ω)
M+1 =




L
(2ω)
11,M+1 0 L

(2ω)
13,M+1 0

L
(2ω)
21,M+1 −1 L

(2ω)
23,M+1 0

L
(2ω)
31,M+1 0 L

(2ω)
33,M+1 0

L
(2ω)
41,M+1 0 L

(2ω)
43,M+1 −1



, (7.11)

where L
(2ω)
ij,M+1 are the i, j components of the L

(2ω)
M+1 matrix elements. Eq. (7.10) deter-

mines the Jones vector of the SHG field propagating in the superstrate [E (2ω)
0,s,−, E

(2ω)
0,p,−] and

the substrate [E (2ω)
M+1,s,+, E

(2ω)
M+1,p,+], radiated by a single point dipole with complex dipole

moment µ
(2ω)
ν .

Equation (7.10) gives the relation between the jump of the vector of modal amplitudes

∆A
(2ω)
ν induced by a single point dipole µ

(2ω)
ν and the vector of modal amplitudes A

(2ω)
ν,spd

coming out from the multilayer structure. This result can be summarized into the simple
matrix product

A
(2ω)
ν,spd = Y(2ω)

ν µ(2ω)
ν exp[−iq(2ω) · ρν ] (7.12)

where Y
(2ω)
ν is a 4 × 3 matrix of outcoming generalized Fresnel coefficients, which gives

directly the relation between the dipole moment µ
(2ω)
ν located at the ν-th interface and the

radiated far-field vector of modal amplitudesA
(2ω)
ν,spd. Taking into account Eqs. (7.3)(7.4)(7.10),

the Y
(2ω)
ν matrix is expressed by

Y(2ω)
ν =

i(ku0 )2

2ε0

k
(2ω)
0

Nz,vac
[K

(2ω)
M+1]−1L(2ω)

ν [D(2ω)
ν ]−1D(2ω)

vac V(2ω), (7.13)
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where V(2ω) is

V(2ω) =




+ê
(2ω)
vac,s,+ · x̂ +ê

(2ω)
vac,s,+ · ŷ +ê

(2ω)
vac,s,+ · ẑ

−ê(2ω)
vac,s,− · x̂ −ê(2ω)

vac,s,− · ŷ −ê(2ω)
vac,s,− · ẑ

+ê
(2ω)
vac,p,+ · x̂ +ê

(2ω)
vac,p,+ · ŷ +ê

(2ω)
vac,p,+ · ẑ

−ê(2ω)
vac,p,− · x̂ −ê(2ω)

vac,p,− · ŷ −ê(2ω)
vac,p,− · ẑ




=




1 0 0
−1 0 0

0 N
(2ω)
z,vac/N

(2ω)
vac −N (2ω)

y,vac/N
(2ω)
vac

0 −N (2ω)
z,vac/N

(2ω)
vac N

(2ω)
y,vac/N

(2ω)
vac


 ,

(7.14)
as follows from the scalar product in Eq. (7.3).

The exponential factor in Eqs. (7.3)(7.12) simply describes the variation of the phase
of the outcoming modal amplitudes with the lateral position of the radiating point dipole.
This factor becomes important in the following Section 7.4, where the total radiation by all

dipoles is considered. Since this exponential factor is not included into the Y
(2ω)
ν matrix,

Y
(2ω)
ν matrix does not depend on the lateral position of the point dipole, and is determined

only by properties of the multilayer structure (i.e. by the thickness and optical constants
of each layer and of the surrounding media) and by the propagation direction q(2ω) of the
radiated light mode.

7.4 SHG in far-field

In the previous Section, I expressed the SHG radiation emitted by a single point dipole
placed on the ν-th interface of the multilayer system [Eq. (7.12)]. In this Section, I derive
the expressions of the far-field SHG given by dipoles distributed over the entire interface,
and finally by all interfaces of the multilayer system.

Firstly, let us express the vector of modal amplitudesA
(2ω)
ν,iface = [E(2ω)

M+1,s,+,iface, E
(2ω)
0,s,−,iface,

E(2ω)
M+1,p,+,iface, E

(2ω)
0,p,−,iface]

T radiated by entire ν-th interface in far-field (|r| � λ(2ω)) into

the superstrate and the substrate. A
(2ω)
ν,iface is simply given by a summation over all radi-

ating dipoles

A
(2ω)
ν,iface =

∫∫
dρνA

(2ω)
ν,spd(ρν). (7.15)

Expressing A
(2ω)
ν,spd by Eq. (7.12), we arrive to:

A
(2ω)
ν,iface =

∫∫
dρν Y(2ω)µ(2ω)(ρν) exp[−iρν · q(2ω)]. (7.16)

The exponential factor in Eq. (7.16) means that sources located at different lateral po-
sitions contribute with different phases, i.e. the point dipole located at the ρν ≡ [xν , yν ]
position exhibits a phase shift δφ(2ω) = −ρν · q(2ω) with respect to the contribution of the
same dipole located at position ρν = [0, 0].

The complex dipole moment µ
(2ω)
ν is defined by Eq. (7.2), µ

(2ω)
ν (ρν , q

(ω)) = χ(ρν) ⊗
E

(ω)
ν (ρν , q

(ω))E(ω)(ρν , q
(ω)). As it was shown in Section 3.2.5, Eq. (3.33), the electric field

at the ν-th interface E
(ω)
ν can be expressed in a compact matrix form

E(ω)
ν (ρν , q

(ω)) = exp[iρν · q(ω)]X(ω)
ν J

(ω)
0,+ (7.17)
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where the incoming Jones vector J
(ω)
0,+ = [E(ω)

0,s,+, E
(ω)
0,p,+]T contains the modal amplitudes of

the incident light at frequency ω. The 3 × 2 incoming Fresnel matrix X
(ω)
ν is defined by

Eq. (3.34).

Combining Eqs. (7.16) and (7.17), the vector of modal amplitudes A
(2ω)
ν,iface generated

by entire ν-th interface writes:

A
(2ω)
ν,iface = Y(2ω)

ν

[∫∫
dρν χ(ρν) exp[2iρν · q(ω) − iρν · q(2ω)]

]
⊗
(

X(ω)
ν J

(ω)
0,+

)2
. (7.18)

This equation gives a relation between the outcoming far-field light state,

Aν,iface = [E(2ω)
M+1,s,+,iface, E

(2ω)
0,s,−,iface, E

(2ω)
M+1,p,+,iface.E

(2ω)
0,p,−,iface]

T , (7.19)

generated by entire ν-th interface and the incoming Jones vector J
(ω)
0,+ = [E(ω)

0,s,+, E
(ω)
0,p,+]T.

The Eq. (7.18) shows that the angular dependence of the radiated field A
(2ω)
ν,iface is deter-

mined by

(i) the angular dependence of the generalized Fresnel coefficients, i.e the components of

the matrices X
(ω)
ν , Y

(2ω)
ν matrices.

(ii) the 2D Fourier transform of the spatial dependence of χ(ρν). This is very similar to
the Fraunhofer diffraction, where the angular dependence of the diffracted light is
determined by the 2D Fourier transform of the diffraction pattern [19, 132].

If Eq. (7.18) is solved assuming that χ varies only in the y direction, then both the radiated
and incident light are located in the plane of incidence (yz-plane). On the other hand,
when Eq. (7.18) is solved for a general χ(ρ) distribution, it gives rise to light radiated in

all directions, i.e. N
(2ω)
x 6= 0, N

(2ω)
y 6= 0. Mathematically speaking, if χ varies with the

x-coordinate, N
(2ω)
x is non-zero any more, contrarily to what was assumed in Section 3.2.1,

where the 4×4 matrix formalism is expressed for Nx = 0. For treating the case of radiation
emitted by a 2D distribution of χ(ρ), the 4× 4 matrix formalism has to be generalized to
Nx 6= 0. This generalization is trivial from a physical point of view, but rather ugly from
a mathematical point of view. On the other hand, the boundary conditions we determine

presence of a radiating point dipole are always valid even for N
(2ω)
x 6= 0 [Eq. (7.3)].

If the spatial properties of the interface are optically uniform (isotropic), then χ(ρν)
is constant. Hence, the integration of Eq. (7.18) gives

A
(2ω)
ν,iface = 2πY(2ω)

ν χ⊗
(

X(ω)
ν J

(ω)
0,+

)
δ(2q(ω) − q(2ω)) (7.20)

Taking into that account 2k
(ω)
0 ≡ k(2ω)

0 = 2ω/c, then δ(2q(ω)− q(2ω)) = (1/k
(ω)
0 )2δ(N

(ω)
y −

N
(2ω)
y )δ(N

(2ω)
x − N (ω)

x ). Thus, both N
(ω)
x = N

(2ω)
x and N

(ω)
y = N

(2ω)
y are the same for

an incident (ω) and a radiated (2ω) light. In other words, the emitted SHG light follows
the Snell law. This corresponds to the well know property that the incidence angle of the
fundamental field (at ω) is opposite to the emission angle of the SHG field radiated at 2ω
[3, 133, 134] with respect to the sample normal, if one assumes that the superstrate has

no dispersion ε
(ω)
ij,0 = ε

(2ω)
ij,0 .

Another important consequence of Eq. (7.20) is that the modal amplitudes radiated by
the entire uniform interface can be expressed (within a scaling factor 2π), as a radiation
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of a single point dipole radiating in the direction determined by vector 2q(ω) = q(2ω), i.e.

when [N
(2ω)
x , N

(2ω)
y ] = [N

(ω)
x , N

(ω)
y ].

Note that the influence of the finite size of the light spot can be straightforwardly

incorporated in Eq. (7.18). In that case the incoming Jones vector J
(ω)
0,+ is a lateral

function of ρν , which can be incorporated before the integration of Eq. (7.18).

The far-field SHG radiated vector of modal amplitudes A
(2ω)
ml is simply given by sum-

ming all interfaces contributions in the multilayer (ml) structure

A
(2ω)
ml =

M+1∑

ν=1

A
(2ω)
ν,iface. (7.21)

Recall that radiation emitted by dipoles located on various interfaces is assumed to be

coherent. In a similar way, as for the vector A
(2ω)
ν,iface, the elements of the A

(2ω)
ml vector are

defined by

A
(2ω)
ml ≡ [E(2ω)

M+1,s,+,ml, E
(2ω)
0,s,−,ml, E

(2ω)
M+1,p,+,ml, E

(2ω)
0,p,−,ml]

T. (7.22)

They represent the magnitudes of the s and p polarised modes propagating in the su-
perstrate (subscript 0) and in the substrate (subscript M + 1) in a direction defined

by q(2ω) = k
(2ω)
0 [0, N

(2ω)
y ], and originating from the entire multilayer structure.

7.5 SHG light intensity in far-field

In this Section, I calculate the total SHG light intensity I
(2ω)
j outcoming from the mul-

tilayer structure (i.e. in the superstrate or in the substrate) as a function of the modal

amplitudes E (2ω)
j,Π,d,ml originating from the entire multilayer structure [Eq. (7.22)]. The sub-

scripts j and d refer to the superstrate (j = 0, d = −) or to the substrate (j = M + 1,
d = +). Recall that the superscript Π denotes the polarization state (s or p) of the
outcoming light.

The in-depth (z) dependence of the modal amplitude E (2ω)
j,Π,d,ml(q, z) propagating in

a superstrate or a substrate writes [Eq.(3.10)]

E(2ω)
j,Π,d,ml(q, z) = E (2ω)

j,Π,d,ml(q, zj) exp[ik
(2ω)
z,j,d(z − zj)], (7.23)

where E(2ω)(q, zj)
(2ω) is the modal amplitude at z = zj , where zj is the position of either

the first (j = 1) or the last (j = M+1) interface with superstate or substrate, respectively.
In the derivation of Eq.(7.23), I consider that in the substrate (superstrate) the 2ω wave
propagates only in the plus (minus) direction. The substrate or superstrate, in which the

ligth intensity can be measured, are assumed to be isotropic, i.e. k
(2ω)
z,j,s,d = k

(2ω)
z,j,p,d ≡ k

(2ω)
z,j,d.

Let us find the relation between the electric field E(2ω)(r) in far field and the modal

amplitudes E (2ω)
j,Π,d,ml. This relation comes from the definition of the q-space [Eq.(3.4)],

where the transformation between the electric field in the r and q-space is expressed.
Substituting Eq. (7.23) into Eq.(3.4), we arrive to:

E
(2ω)
j,Σ,d,ml(r) =

1

(2πku0 )2

∫∫
E(2ω)
j,Σ,d,ml exp[iρ · q + ik

(2ω)
z,j,dz] dq, (7.24)
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where the vector of modal amplitudes is expressed by E (2ω)
j,Σ,d,ml = E(2ω)

j,s,d,mlê
(2ω)
j,s,d+E

(2ω)
j,p,d,mlê

(2ω)
j,p,d,

where E(2ω)
j,s/p,d,ml are the outcoming modal amplitudes from the multilayer structure, as de-

fined by Eq. (7.22).

As already said, I want to express the electric field E
(2ω)
j,Σ,d,ml(r) in far-field. To de-

termine the quantitative relation between E
(2ω)
j,Σ,d,ml(r) and E(2ω)

j,Σ,d,ml, it is convenient to
proceed at the integration of Eq. (7.24) in polar coordinates,



x
y
z


 =



r sin θr cosϕr
r sin θr sinϕr
r cos θr






kx
ky
kz


 =



k

(2ω)
j sin θk cosϕk

k
(2ω)
j sin θk sinϕk

k
(2ω)
j cos θk


 , (7.25)

where θr and ϕr are the polar angles of the r-vector and θk and ϕk those of the k
(2ω)
j -vector.

Consequently, the phase factor φ in Eq. (7.24) becomes

φ = iρ·q+ik
(2ω)
z,j,dz ≡ ik

(2ω)
j ·r = irk

(2ω)
j [cos(θr−θk)+[cos(ϕr−ϕk)−1] sin θr sin θk] (7.26)

and the differencial quantity dq ≡ dkxdky writes

dkxdky = (k(2ω))2 cos θk sin θkdθkdϕk. (7.27)

The integration can be done after substitution of previous two Eqs. (7.26)(7.27) into
Eq. (7.24). However, the integration is not trivial and several tricks are used:

(i) when integrating a function like I =
∫

dw g(w) exp[af(w)], for a � 1, if f(w) is
a maximum for w = w0, the exponential factor has maximum for w = w0 as well.
When a is very large, exp[af(w)] has somewhat the character of a Dirac δ-fuction,
i.e. it is nearly zero except at w = w0, for which the exponential function is very
large. In other words, the exponential function “amplifies” the f(w) maximum.
Hence, if g(w) is a slowly varying function, it can be factorised out infront of the
integral, so that I ≈ g(w0)

∫
dw exp[af(w)].

(ii) Since the maximum of a smooth function can always be approximed by a parabola,
f(w) ≈ f(w0) + (1/2)b(w − w0)2 with b = ∂f/∂w(w=w0), the integration can be
proceeded, leading to I = g(w0) exp[af(w0)](2π/ab)(1/2).

(iii) Although properties (i) and (ii) are valid for a > 0, the same results hold for a pure
imaginary number a = ic, as a = ic+ ε with ε→ 0.

Considering the properties (i) – (iii), the integration in Eq. (7.24) can be proceeded.
Thus, in far-field approximation, we find the relation between the electric fields expressed
in the q-space and r-space

E(2ω)(r) =
2π

(2πku0 )2

k(2ω)

ir

N
(2ω)
z

N (2ω)
E(2ω)
j,Σ,d,ml. (7.28)

where N
(2ω)
z /N (2ω) = cos θk and E(2ω)

j,Σ,d,ml is the modal vector amplitude of the ligth mode

which is described by a q-vector, for which k
(2ω)
j,d = [q, k

(2ω)
z,j,d] is parallel to r associated
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with the position of the far-field detector. Thus, in conclusion, the only contribution to

E
(2ω)
j,Σ,d,ml(r) is determined by one plane wave for which k

(2ω)
j,d is parallel to r.

Note, that our above approach is analogous to the “method of stationary phase”: the
electric field in the far-field approximation is only obtained for the k-vector, where the
k-gradient of the phase is zero, [19, 132]

∇kφ(q) ≡




∂
∂kx

φ
∂
∂ky

φ
∂
∂kz

φ


 = 0, (7.29)

where φ is the phase in the exponent of Eq. (7.24).

Substituting the result of Eq. (7.28) into the light intensity expression [17], we find

I
(2ω)
j (θ, ϕ) = I

(2ω)
j (r) = |〈Sj(r)〉| = 1

2
|E(2ω)

j (r)×H(2ω)
j (r)| = 1

2η0
N

(2ω)
j |E(2ω)

j (r)|2

=
1

2η0

(2πk
(2ω)
0 )2

(2πku0 )4

N
(2ω)
j |N (2ω)

z,j |2
r2

|E(2ω)
j,Σ,d,ml(q)|2

=
1

2η0

(2πk
(2ω)
0 )2

(2πku0 )4

N
(2ω)
j |N (2ω)

z,j |2
r2

(
|E(2ω)
j,s,d,ml|2 + |E(2ω)

j,p,d,ml|2
)
,

(7.30)
where η0 =

√
µ0/ε0 is the vacuum impedance and |〈Sj(r)〉| the time average of the Poynt-

ing vector. Eq. (7.30) is the final result of this Section, expressing the radiated light

intensity I
(2ω)
j from the modal vector amplitude E (2ω)

j,Σ,d,ml = E(2ω)
j,s,dmlê

(2ω)
j,s,d + E(2ω)

j,p,dmlê
(2ω)
j,p,d in

q-space [Eq. (3.8)]. Together with our previous extended 4 × 4 matrix formalism, this
expression gives a quantitative relation between the complex dipole moment µ(2ω) of the

radiating point dipole and the measured light intensity I
(2ω)
j (θj , ϕj). Several comments

about Eq. (7.30) can be done:

• Let us express the emitted light intensity by a single point dipole in an unbound
media. It can be expressed by substituting the modification of boundary conditions
in the presence of a point dipole ∆Eµν,s/p,± [Eq. (7.3)] into the far-field expression of

the light intensity [Eq. (7.30)]

I(r) = |〈Sj(r)〉| = (k
(ω0)
0 )4Nj

32π2η0(ε0)2

(|µ(2ω)| cos θj)
2

r2
, (7.31)

where θj is the angle between the dipole direction and the direction of observation,

i.e. cos θj = µ(2ω) · k(2ω)
j /(|µ(2ω)||k(2ω)

j |). Eq. (7.31) is in perfect agreement with
textbook fomula [17, 135].

From the Eq. (7.31), it follows that two identical dipoles µ embedded in two different
infinite materials with refractive indices Na and Nb, emit light intensities so that
their ratio is Ia/Ib = Na/Nb, when measured in a direction perpendicular to µ.
However, for radiating dipoles located at the interface between two semi-infinite
materials, having refractive indices Na, Nb, this intensity ratio becomes [Eq. (7.30)]
Ia/Ib = (Na/Nb)

3 [131].
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• The most important point originating from Eq. (7.30) is that the measured light
intensity has different expressions, depending on the space in which the calculations
have been performed. For modal amplitudes coming form the k-space, people find

that the ligth intensity is proportional to |E (2ω)
k,j |2 [19, 17]. In the q-space, in which

I developed the SHG formalism, the light intensity is proportional to |N (2ω)
z,j E

(2ω)
q,j |2.

The presence of N
(2ω)
z,j is necessary, otherwise the angular dependence of the radiated

light is expressed incorrectly.

• The modifications of boundary conditions in the presence of a radiating dipole
∆Eµν,s/p,± [Eq.(7.3)] are proportional to the factor (ku0 )2, which equalizes units be-

tween the electric field expressed in the r, q and k spaces [Eqs. (3.2)(3.4)]. Thus,

the modal amplitudes E (2ω)
j,s/p,d,ml outcoming from the structure are proportional to

(ku0 )2 as well. Furthermore, I
(2ω)
j in Eq. (7.30) is proportional to 1/(ku0 )4. Thus,

the final relation between the light intensity I
(2ω)
j and the dipole moment µ

(2ω)
ν does

not depend on the factor ku0 . This is expected since ku0 can have any arbitrary value
and light intensity is an observable, which must be independent on such a ”free
parameter”.

7.6 Conclusion of Chapter 7

In this Section, I introduce a very general and new formalism which allows to calculate the
Second Harmonic Generation from an arbitrary magnetized or non-magnetized multilayer
structure, which can consist of optically anisotropic layers. Starting from an electric point
dipole radiation, the resulting outcoming SHG intensity is then given by the integration
over all radiating dipoles. This gives also a possibility to calculate the SHG response of
any set of coherent or non-coherent radiating dipoles. For example, our formalism may
be applied to SHG and MOSHG of stacks of non-homogenously magnetized layers. This
formalism has been implemented numerically (for numerical examples see either the next
Chapter 8, or our article [131]).

Since our formalism is designed to be general, further extensions could be done:

(i) It would be usefull to express modified boundary conditions in the presence of other
radiating sources, e.g. magnetic point dipoles or electric point quadrupoles, as sym-
metry arguments allows such sources to exist even in bulk material. These sources
can contribute to SHG radiation [1, 2, 136]. Modified boundary conditions in the
presence of such sources can be determined by my formalism, as developed in Ap-
pendix D.

(ii) To have a better insight about SHG radiation, it would be convenient to express
simplified analytical expressions for SHG radiation (analogously to the ultrathin
FM film approximation).

(iii) Extending my numerical implementation of SHG radiation to the case of any 2D-
distribution of point dipoles, laterally inhomogenous system could be investigated.





Chapter 8

In-depth sensitivity of SHG
radiation

“. . . peindre aussi le vert feuillage et la frâıcheur du
vent
la poussière du soleil
et le bruit des bêtes de l’herbe dans la chaleur de l’été
et puis attendre que l’oiseau se décide à chanter . . . ”

In the previous Chapter, I have introduced the Second Harmonic Generation (SHG)
of light emitted by an electric point dipole, allowing to calculate the SHG radiation from
a multilayer structure. In this Chapter, I have used this formalism to discuss about the
in-depth sensitivity of the SHG radiation, i.e. on its selectivity to buried interfaces located
at different in-depths in the multilayer structure.

In a multilayer magnetic structure, two main questions arise about the depth sensitivity
of SHG and MOSHG:

• what is the probing depth of MOSHG and SHG radiation at each interface, depend-
ing on the associated third-rank susceptibility tensor χ elements?

As it has been already discussed, in the electric dipole approximation, the SHG
is intrinsically generated in media where space inversion is broken. Thus, in the
case of a multilayer structure built with centrosymmetric materials (such as metals),
the SHG is dominantly generated around interfaces. However, symmetry arguments
alone do not predict what is the “active depth” from which the SHG originates.

As was shown by A.V. Pethukov and A. Liebsch [137] on an Al(111) surface, the

SHG radiated by a normal current (i.e. by a normal dipole components µ
(2ω)
z ) is more

surface sensitive than SHG radiated by tangential currents (i.e. by tangential dipole

components µ
(2ω)
x or µ

(2ω)
y ). They found that χzzz arises from an ultrathin region of

thickness ∼ 0.1 nm localized at the interface, although χxxx originates from a much
thicker region (∼ 2 nm). Both elements rely to different modifications of the elec-
tronic structure near the interface, χzzz being sensitive to the surface charging and
not to interface corrugation, while χxxx being more sensitive to electronic scattering
and interface corrugation [137].

These predictions were confirmed by J. Güdde et al. [138, 139] for ultrathin FM
films (Co and Ni) deposited on Cu(001).

• How can SHG be selective to a particular interface or to the surface in a multilayer
structure? In another words, which SHG configurations are more selective to a given
interface?

125
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In this Chapter, I will try to answer this question considering generalized incom-
ing and outcoming Fresnel elements. Incoming Fresnel elements (elements of the

X
(ω)
ν matrix) relate the incoming Jones vector to the electric field at each interface

[Eq. (3.33)]. On the other hand, outcoming Fresnel elements (elements of the Y
(2ω)
ν

matrix [Eq. (7.12)] or of the later defined Z
(2ω)
ν,d matrix [Eq. (8.8)]) relate the dipole

moment components µ
(2ω)
j,ν , j = {x, y, z} to the outcoming Jones vector of the emit-

ted SHG light. To my knowledge, no general treatment including Fresnel elements
has been investigated so far.

On a one hand, A. Kirilyuk et al. have determined the values of some second order
susceptibility elements χijk for the air/Pt and Pt/CoNi interfaces in the Pt/CoNi/Pt
film structure by fitting the measured angular dependence of the SHG intensity for
several samples having different CoNi thickness [3]. On the other hand, for example,
Y.Z. Wu et al., when interpreting the MOSHG data in Ni/Cu structures [140], have
neglected the influence of Fresnel elements.

The MOSHG experiments presented in this Chapter have been performed by L. Sam-
paio during his visiting stay in our group at Orsay, on an experimental setup located at
the Laboratoire Charles Fabry at the Institut d’Optique, Orsay. In this Chapter, I develop
theoretical calculations giving some insight into their interpretation.

8.1 MOSHG setup, configurations and related χ-tensor el-
ements

8.1.1 MOSHG setup

The sketch of the used MOSHG setup is presented on Figure 8.1. The light source is
a pulsed Ti-sapphire laser emitting light at 800 nm (E=1.55 eV) with a pulse length of
100 fs, a repeat rate of 86 MHz and an average power of 20-100 mW. The laser light is
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Figure 8.1: Sketch of the MOSHG setup.
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linearly s or p polarized by a Glan polarizer P. After, the light passes through a filter
blocking the spurious second harmonic light generated by all optical elements. Then,
the light penetrates into the sample, which emits SHG field. It should be mentioned
that although the light frequency is doubled, radiation still follows the Snell law [see
Eq. (7.20)]. Thus, both reflected fundamental (at ω) and emitted (2ω) SHG light passes
through a new set of filters, blocking light at ω frequency. The used filter has a high
selectivity so that it insures a total extinction ratio of about 10−15. Then, the light passes
through an analyzer A, usually oriented along either the s or the p-direction. Finally, the
light intensity is detected by a N2-cooled CCD camera.

Within this experimental setup, it is also possible to measure LMOKE in the same
experimental conditions, particularly to keep the same heating conditions. For LMOKE,
the filters are obviously interchanged to detect light at ω frequency.

The polarization of the incident light beam at ω and the polarization state before
detection define the basic configurations of SHG and MOSHG. They are called pp, ps, sp
or ss configurations. For example, sp means that the incident beam is s polarized (at ω)
and the analyzer transmits p polarized light (at 2ω).

8.1.2 Non-linear susceptibility tensor χ and its dependence on magne-
tization

In this Section, I discuss on the form of the non-linear susceptibility tensor χ and on its
dependence on the interface magnetization. In the following, I limit myself to interfaces
having 4-fold, 6-fold and ∞-fold symmetry, and to SHG allowed by electric dipole tran-
sitions. I do not consider less efficient contributions to SHG, due to electric quadrupole
and magnetic dipole mechanisms. Furthermore, I assume that the multilayer structure is
made of optically isotropic layers and interfaces.

The electric point dipole moment µ
(2ω)
ν = χν⊗E(ω)

ν E
(ω)
ν is determined for each interface

of the multilayer structure (Section 7.2). It can be expressed in the matrix form:



µ

(2ω)
x

µ
(2ω)
y

µ
(2ω)
z


 =



χxxx χxyy χxzz χxyz χxxz χxxy
χyxx χyyy χyzz χyyz χyxz χyxy
χzxx χzyy χzzz χzyz χzxz χzxy


 ·




(E
(ω)
x )2

(E
(ω)
y )2

(E
(ω)
z )2

E
(ω)
z E

(ω)
y

E
(ω)
z E

(ω)
x

E
(ω)
x E

(ω)
y




, (8.1)

where the non-linear susceptibility tensor χ of rank 3 is expressed by a 3× 6 matrix.
The tensor χ can be separated into two parts, odd and even in magnetization. Its

development will be limited to linear terms in magnetization [141]. Odd terms are linear
in magnetization and are labeled by the superscript (m). Furthermore, the terms even in
magnetization are assumed to be constant (non-magnetic); the superscript (nm) will be
used. Thus, the non-linear susceptibility can be decomposed into:

χ = χ(nm) + χ(m). (8.2)

As reported in most of the articles concerning MOSHG [1, 2, 142], or by considering
symmetry arguments [38], the susceptibility tensor χ(tra) for an in-plane transversally
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magnetized interface, M ||x, has the form1:

χ(tra) =




0 0 0 0 χ
(nm)
xzx χ

(m)
xxy

χ
(m)
yxx χ

(m)
yyy χ

(m)
yzz χ

(nm)
yzy 0 0

χ
(nm)
zxx χ

(nm)
zyy χ

(nm)
zzz χ

(m)
zzy 0 0


 , (8.3)

where the elements χ
(m)
ijk are linear with magnetization, and χ

(nm)
ijk independent on it.

Similarly, for a longitudinally magnetized interface, M ||y,

χ(lon) =



χ

(m)
xxx χ

(m)
xyy χ

(m)
xzz 0 χ

(nm)
xzx 0

0 0 0 χ
(nm)
yzy 0 χ

(m)
yxy

χ
(nm)
zxx χ

(nm)
zyy χ

(nm)
zzz 0 χ

(m)
zzx 0


 (8.4)

and for polar magnetization, M ||z

χ(pol) =




0 0 0 χ
(m)
xzy χ

(nm)
xzx 0

0 0 0 χ
(nm)
yzy −χ(m)

xzy 0

χ
(nm)
zxx χ

(nm)
zyy χ

(nm)
zzz 0 0 0


 . (8.5)

When rotating the sample by 90◦ around the z-axis, the transverse magnetization
becomes longitudinal. Thus, some χ elements induced by a transverse magnetization are
identical to others induced by a longitudinal magnetization, as expected when rotating
the tensor χ by 90◦. The relations between χ-elements are summarized in Table 8.1 for
both magnetic and non-magnetic χ-elements.

transverse → longitudinal

χ
(m)
yzz → −χ(m)

xzz

χ
(m)
yxx → −χ(m)

xyy

χ
(m)
yyy → −χ(m)

xxx

χ
(m)
zzy → −χ(m)

zzxm
ag

n
et

ic

χ
(m)
xxy → −χ(m)

yxy

χ
(nm)
zxx → χ

(nm)
zyy

n
on

-
m

ag
.

χ
(nm)
yzy → χ

(nm)
xzx

.

Table 8.1: Relations between some magnetic and non-magnetic non-linear susceptibility tensor elements,
resulting from symmetry arguments.

8.2 SHG formalism considering generalized Fresnel elements

In this Section, I summarize first the SHG formalism presented in Chapter 7, introducing

the generalized incoming and outcoming Fresnel elements of the X
(ω)
ν and Z

(2ω)
ν,d matrices.

1The axis convention is defined in Appendix A
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When these Fresnel matrices are known, the SHG or MOSHG responses of the multi-
layer structure can be compactly calculated through four steps, defined by the following
Eqs.(8.6),(8.7),(8.8) and (8.11).

I still assume that the multilayer structure is made of isotropic layers. This allows to

simplify considerably the X
(ω)
ν and Z

(2ω)
ν,d matrices since half of their elements vanishes.

This approximation is justified in the case of FM metallic structures, since the optical
perturbations induced by the magnetization are usually small. Furthermore, the χ tensors
are assumed not to depend on the lateral [x, y] coordinates.

The polarization state and intensity of the incident light beam at frequency ω is de-

scribed by the incoming Jones vector J
(ω)
0,+ = [E(ω)

0,s,+, E
(ω)
0,p,+]T. After penetrating into the

multilayer structure, the light beam produce an electric field E
(ω)
ν = [E

(ω)
x,ν , E

(ω)
y,ν , E

(ω)
z,ν ]T

at each ν-th interface. J
(ω)
0,+ and E

(ω)
ν are related by the incoming Fresnel matrix X

(ω)
ν

[Eq. (3.34)] 

E

(ω)
x,ν

E
(ω)
y,ν

E
(ω)
z,ν


 =



X

(ω)
xs,ν 0

0 X
(ω)
yp,ν

0 X
(ω)
zp,ν


 ·
[
E(ω)

0,s,+

E(ω)
0,p,+

]
. (8.6)

Because E
(ω)
z is not continuous through the interface, the electric field at the ν-th interface

is assumed to be represented by the average of values of the electric field just above and

below this interface [Eq. (3.32)], i.e., E
(ω)
ν = (E

(ω)
ν+ε +E

(ω)
ν−ε)/2, with ε→ 0.

The electric field E
(ω)
ν creates a radiating dipole on the ν-th interface, oscillating at

frequency 2ω and having a complex moment µ
(2ω)
ν




µ
(2ω)
x,ν

µ
(2ω)
y,ν

µ
(2ω)
z,ν


 = χν ·




(E
(ω)
x,ν )2

(E
(ω)
y,ν )2

(E
(ω)
z,ν )2

E
(ω)
y,νE

(ω)
z,ν

E
(ω)
x,νE

(ω)
z,ν

E
(ω)
x,νE

(ω)
y,ν




(8.7)

as already expressed by Eq. (8.1) in the most general case. Then, the dipole radiation
propagates through the multilayer structure and finally across the superstrate or the sub-
strate. The Jones vector, describing the light radiated by a single point dipole (abbreviated

by “spd”), located at the ν-th interface, is J
(2ω)
ν,d,spd = [E(2ω)

ν,s,d,spd, E
(2ω)
ν,p,d,spd], where (j = 0,

d = −) stands for light in the superstrate and (j = M + 1, d = +) in the substrate. Recall
that the subscript d denotes the direction of the propagation mode and thus +, − indicate
the direction of light propagation in the positive or negative z-direction. The outcoming

Jones vector J
(2ω)
ν,d,spd is connected to the complex dipole moment µ

(2ω)
ν through the Fresnel

outcoming matrix Z
(2ω)
ν,d


E

(2ω)
ν,s,d,spd

E(2ω)
ν,p,d,spd


 =


Z

(2ω)
sx,ν,d 0 0

0 Z
(2ω)
py,ν,d Z

(2ω)
pz,ν,d


 ·




µ
(2ω)
x,ν

µ
(2ω)
y,ν

µ
(2ω)
z,ν


 . (8.8)
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The form of Z
(2ω)
ν,d matrix shows that the µ

(2ω)
x component of the radiating electric dipole

gives rise to s-polarized light and the µ
(2ω)
y and µ

(2ω)
z components to p-polarized light.

This reflects the fact that the orientation of radiated modal vector amplitude E (2ω) lies in
the plane determined by the moment µ(2ω) and vector k(2ω) × (k(2ω) × µ(2ω)), i.e. in the
plane perpendicular to k(2ω) and containing µ(2ω) [Eq. (E.5)].

Comparing the definition of the outcoming Jones vector J
(2ω)
ν,d,spd to the vector of modal

amplitudes A
(2ω)
ν,spd [Eq. (7.10)], the elements of the Z

(2ω)
ν,d matrix are found to be related

to elements of the Y
(2ω)
ν matrix defined in Eq. (7.13). Thus, the Z

(2ω)
ν,+ matrix, describing

the radiation state into the substrate has the following form

Z
(2ω)
ν,+ =


Y

(2ω)
11,ν Y

(2ω)
12,ν Y

(2ω)
13,ν

Y
(2ω)

31,ν Y
(2ω)

32,ν Y
(2ω)

33,ν


 (8.9)

while the Z
(2ω)
ν,− into the superstrate writes

Z
(2ω)
ν,− =


Y

(2ω)
21,ν Y

(2ω)
22,ν Y

(2ω)
23,ν

Y
(2ω)

41,ν Y
(2ω)

42,ν Y
(2ω)

43,ν


 . (8.10)

The Eq. (8.8) determines the Jones vector J
(2ω)
ν,d,spd describing the radiation emitted by

a point dipole located on the ν-th interface. Assuming that χν does not depend on the
lateral coordinates [χ([x, y]) = const.], the radiation of all point dipoles, is described by

J
(2ω)
ν,d,spd for light radiated in the q(2ω) = k

(2ω)
0 [0, N

(2ω)
y ] direction, where N

(ω)
y = N

(2ω)
y

(Section 7.4). This means that the Snell law is still valid for SHG (2ω) light, i.e. the
radiated light beam is still located in the plane of incidence, keeping the y-component of
the normalized wavevector Ny the same for both ω and 2ω light.

Finally, the outcoming light intensity I
(2ω)
j is given by Eqs. (7.21)(7.30)

I
(2ω)
j ∼ N (2ω)

j |N (2ω)
z,j |2



∣∣∣∣∣
M+1∑

ν=1

E(2ω)
ν,s,d,spd

∣∣∣∣∣

2

+

∣∣∣∣∣
M+1∑

ν=1

E(2ω)
ν,p,d,spd

∣∣∣∣∣

2

 . (8.11)

Recall that (j = M + 1, d = +) for the substrate and (j = 0, d = −) for the superstrate.

Note again that the incorporation of N
(2ω)
z,j into Eq. (8.11) is related to the fact that the

calculations has been treated in the q-space. The presence of N
(2ω)
z,j is required to account

for the correct angular dependence of the radiated light intensity.

8.3 MOSHG selection rules

As already discussed in Section 8.1, the MOSHG is usually measured in pp, ps, sp, ss
(in-out) configurations.

Different incident polarizations give rise to different components of the electric field

E
(ω)
ν on the interface. Thus, the associated moment µ

(2ω)
ν is determined through the non-

linear susceptibility tensor χν and E
(ω)
ν . Thus, it is of prime importance to determine

the selection rules related to the expression of the µ
(2ω)
ν components as a function of the
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polar M ||z longitudinal M ||y transverse M ||x non-magnetic

pp
µy = χ

(m)
yyyE2

y + χ
(m)
yzzE2

z

µz = χ
(m)
zzyEyEz

µy = χ
(nm)
yzy EzEy

µz = χ
(nm)
zyy E2

y+

χ
(nm)
zzz E2

z

ps µx = χ
(m)
xzyEyEz µx = χ

(m)
xyyE2

y + χ
(m)
xzzE2

z

sp µy = χ
(m)
yxxE2

x µz = χ
(nm)
zxx E2

x

ss µx = χ
(m)
xxxE2

x

Table 8.2: Components of the SHG radiated dipole moment µ(2ω) generated by the electric field E
(ω)
ν at

the ν-th interface, for various MOSHG configurations and interface magnetizations. To clarify, we don’t
use the superscripts (ω), (2ω).

incoming electric field components and interface magnetization components (Table 8.2),
for different forms of susceptibility tensors χν expressed by Eqs. (8.3–8.5) [1].

Table 8.3 presents the same results as Table 8.2, but accounting of the identity of
some χ elements induced by transverse or longitudinal magnetizations (Section 8.1.2 and
Table 8.1). Thus, in Table 8.3, the identical χ elements are identified by the same notation,
e.g. χa, χb, etc. Furthermore, Table 8.3 underlines the dominant MOSHG contributions
for each MOSHG configuration and magnetization orientation. These contributions will
be determined later in Sections 8.8, 8.9, for FeSi/DyFeCo and Co/NiO/FeNi structures.

8.4 MOSHG magnetic signal

As is suggested by the previous Section, there are both magnetic and non-magnetic con-

tributions to the electric point dipole µ
(2ω)
ν , i.e. to emitted SHG modal amplitudes.

The relations between incident E (ω)
0,s,+, E(ω)

0,p,+ and radiated E (2ω)
ν,s,d,spd, E(2ω)

ν,p,d,spd modal
amplitudes are expressed quantitatively in Table 8.4. These relations depend on the

elements of Fresnel matrices X
(ω)
ν and Z

(2ω)
ν,d [Eqs. (8.6)(8.8)], and on the susceptibility

tensor elements, described by Eqs.(8.3-8.5). The final relation is determined for each
magnetization orientation and for structural (i.e. non-magnetic) contributions.

Since, in Tables 8.2-8.4, the modal amplitudes originating from ’magnetic’ and ’non-
magnetic’ sources are expressed separately, the summation of the radiated modal am-
plitudes is provided over all interfaces (labeled “tot”) and over both magnetic and non-
magnetic contributions.

E(2ω,m+nm)
tot,s,d,spd =

∑

ν

E(2ω,m)
ν,s,d,spd +

∑

ν

E(2ω,nm)
ν,s,d,spd = E(2ω,m)

tot,s,d,spd + E(2ω,nm)
tot,s,d,spd.

E(2ω,m+nm)
tot,p,d,spd =

∑

ν

E(2ω,m)
ν,p,d,spd +

∑

ν

E(2ω,nm)
ν,p,d,spd = E(2ω,m)

tot,p,d,spd + E(2ω,nm)
tot,p,d,spd,

, (8.12)

where E(2ω,m)
tot,s,d,spd, E(2ω,m)

tot,p,d,spd rely to magnetic contributions radiated from all interfaces.
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polar M ||z longitudinal M ||y transverse M ||x non-magnetic

pp
µy = χ

(m)
c E2

y + χ
(m)
b E2

z

µz = χ
(m)
zzyEyEz

µy = χ
(nm)
yzy EzEy

µz = χ
(nm)
g E2

y+

χ
(nm)
zzz E2

z

ps µx = χ
(m)
xzyEyEz µx = −χ(m)

a E2
y − χ(m)

b E2
z

sp µy = χ
(m)
a E2

x µz = −χ(nm)
g E2

x

ss µx = −χ(m)
c E2

x

denotation
in this Table

usual denotation

χ
(m)
a (strong) χ

(m)
yxx = −χ(m)

xyy

χ
(m)
b (weak) χ

(m)
yzz = −χ(m)

xzz

χ
(m)
c (weak) χ

(m)
yyy = −χ(m)

xxx

χ
(nm)
g χ

(nm)
zyy = −χ(m)

zxx

Table 8.3: Same situation as in Table 8.2, but (i) the dominant magnetic contributions for each config-
uration and magnetization state are underlined [see Sections 8.8 and 8.9]. (ii) Identical χ elements are

labeled by a common variable χ
(m)
a , χ

(m)
b , χ

(m)
c or χ

(nm)
g (see Table 8.1). To clarify, we don’t use the

superscripts (ω), (2ω).

Finally, the total radiated light intensity is proportional to the square of total modal
amplitudes [Eqs. (7.30)(8.11)]

I
(2ω,m+nm)
tot,s,d ∼ N (2ω)

j |N (2ω)
z,j,d E

(2ω,m+nm)
tot,s,d,spd |2

= N
(2ω)
j |N (2ω)

z,j,d |2
[
|E(2ω,nm)

tot,s,d,spd|2 +
∑

ν

2<
(
E(2ω,m)
ν,s,d,spd (E(2ω,nm)

tot,s,d,spd)†
)

+ |E(2ω,m)
tot,s,d,spd|2

]

≈ I(2ω,nm)
tot,s,d +

∑

ν

I
(2ω,m)
ν,s,d

(8.13)

and similarly for p-polarized light intensity I
(2ω,m+nm)
tot,p,d . The term quadratic in magnetic

contributions, |E (2ω,m)
tot,s,d,spd|2, is neglected since it is usually much smaller than the cross-

term I
(2ω,m)
ν,s,d ∼ 2<

(
E(2ω,m)
ν,s,d,spd (E(2ω,nm)

tot,s,d,spd)†
)

, which I call magnetic signal in the following.

The dagger sign † denotes the complex conjugate form. N
(2ω)
z,j,d is the z-component of

reduced wave vector2 in the superstrate (j = 1, d = −) or in the substrate (j = M + 1,

d = +), and N
(2ω)
j stands for the refractive index of the substrate or the superstrate.

Eq. (8.13) underlines well-known fact that the magnetization is detected through the
product of a magnetic and a non-magnetic cross-term [1]. This means that the presence of

2Recall that reduced wave vector is defined N
(2ω)
ν = k

(2ω)
ν /k

(2ω)
0 , where k

(2ω)
ν is the wave vector in the

ν-th layer and k
(2ω)
0 = 2ω/c the wave vector at 2ω in vacuum.
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Table 8.4: Modal amplitudes E(2ω)
ν,s,d,spd, E(2ω)

ν,p,d,spd, radiated into the superstrate (d = −) or the substrate
(d = +) by given ν-th interface.
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the non-magnetic radiated SHG light from interfaces is necessary to produce a variation

of MOSHG with magnetization. Furthermore, the form of magnetic signal I
(2ω,m)
ν,s,d tells

that the magnetic signal issued from the ν-th FM interface is given by the product of the

’magnetic’ modal amplitude E (2ω,m)
ν,p,d and the total non-magnetic modal amplitude E (2ω,nm)

tot,p,d

originating from all interfaces, i.e. all magnetic modal amplitudes are referenced by the
same non-magnetic wave.

8.4.1 Magnetic contrast

In practical cases, it is convenient to express the magnetic contrast ρ from the ratio between
the magnetic and non-magnetic SHG contributions [1]. More precisely, ρ is equal to the
ratio between the difference of magnetic SHG intensities (MOSHG) for the two opposite
saturated magnetization states and the non-magnetic SHG intensity

ρ =
I(M+)− I(M−)

I(M+) + I(M−)
=

I
(2ω,m)
s/p,tot

I
(2ω,nm)
s/p,tot

=
2<
[
E(2ω,nm)

tot,s/p,d (E(2ω,m)
tot,s/p,d)

†
]

|E(2ω,nm)
tot,p,d |2

= 2<


E

(2ω,m)
tot,s/p,d

E(2ω,nm)
tot,s/p,d




(8.14)
For example, in the particular case of a pp configuration and for a sample with three

FM interfaces, all having a transverse magnetizations (Table 8.4):

ρpp =
I

(2ω,m)
tot,p,d

I
(2ω,nm)
tot,p,d

=
2<
[
E(2ω,nm)

tot,p,d (E(2ω,m)
tot,p,d )†

]

|E(2ω,nm)
tot,p,d |2

(8.15)

where the non-magnetic contribution to the emitted modal amplitude at denominator of
Eq. (8.14) is

E(2ω,nm)
tot,p,d =

2∑

ν=0

E(2ω,nm)
ν,p,d =

= (E (ω)
0,p,−)2

2∑

ν=0

[
Z

(2ω)
py,ν,dχ

(nm)
yzy,νX

(ω)
yp,νX

(ω)
zp,ν + Z

(2ω)
pz,ν,dχ

(nm)
zyy,ν(X(ω)

yp,ν)2 + Z
(2ω)
pz,ν,dχ

(nm)
zzz,ν(X(ω)

zp,ν)2
]

(8.16)
and the magnetic contribution at the numerator

E(2ω,m)
tot,p,d =

2∑

ν=0

E(2ω,m)
ν,p,d =

= (E (ω)
0,p,−)2

2∑

ν=0

[
Z

(2ω)
py,ν,dχ

(m)
yyy,ν(X(ω)

yp,ν)2 + Z
(2ω)
py,ν,dχ

(m)
yzz,ν(X(ω)

zp,ν)2 + Z
(2ω)
pz,ν,dχ

(m)
zzy,νX

(ω)
yp,νX

(ω)
zp,ν

]

(8.17)
It shows, that in this particular case of three magnetized interfaces, the magnetic contrast
ρpp is expressed by a ratio of two quantities each involving 18 terms. This shows that
even in the case of few interfaces, the total MOSHG signal consists of many terms. Thus,
to interpret the experimental data, it is of prime importance first to determine which
contributions are negligible and which are dominant. This is discussed in Sections 8.8 and
8.9 for MOSHG on FeSi/DyFeCo and Co/NiO/FeNi structures.
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8.4.2 Magnetic signal in ps MOSHG configuration

In the previous Sections, it is pointed out that the SHG field radiated by ’non-magnetic’
sources is necessary to measure some MOSHG magnetic signal, and thus a magnetic
contrast. However, as it can be found in Table 8.2, the ps and ss configurations do not
give rise to any ’non-magnetic’ SHG. Thus, to measure a large enough magnetic signal,
for example, in a ps configuration, the analyzer A must be slightly misoriented from
the s direction by angle ζa, in order to transmit a p polarized wave which contains a
non-magnetic SHG. Thus, the resulting light intensity Ips, in the so-called ps MOSHG
configuration, measured by the detector placed in the superstrate is [Eq. (8.13), Table 8.2
and Appendix B]

I
(2ω)
ps,− ∼

∣∣∣E(2ω,nm)
tot,p,−

∣∣∣
2

sin2 ζa + 2<
[
E(2ω,m)

tot,s,−
(
E(2ω,nm)

tot,p,−
)†]

my sin ζa cos ζa

+ 2<
[
E(2ω,m)

tot,p,−
(
E(2ω,nm)

tot,p,−
)†]

mx sin2 ζa +
∣∣∣E(2ω,m)

tot,s,−
∣∣∣
2
m2
y cos2 ζa,

(8.18)

where E(2ω,m)
tot,s,− is the s-polarized emitted magnetic component and E (2ω,m)

tot,p,− , E(2ω,nm)
tot,p,− are

the magnetic, non-magnetic emitted p-polarized components of the SHG field. Eq. (8.18)

shows that the dominant contribution to the ps-MOSHG signal is 2<[E (2ω,m)
tot,s,− (E(2ω,nm)

tot,p,− )†]
my sin ζ0 cos ζa. This is due to the fact that ζa is small (usually less than 10◦) and thus
sin2 ζa � sin ζa cos ζa.

Thus, in the ps configuration, the dominant magnetic signal is related to the my

magnetization component, but the magnetic signal linear in mx and quadratic in my are
present as well. These last two magnetic signals are far to be negligible. These additional
components modify the shape of the sp MOSHG hysteresis loop as shown for Co/NiO/FeNi
(Section 8.9) or for Pt/Co/Pt [143].

8.5 Basic principles of MOSHG in-depth resolution

As discussed in the previous Chapter 7, or in Section 8.2, the SHG radiation emitted by
a given interface, inside a multilayer structure, depends upon the three following factors:

• The in-depth profile of the incoming electric field E(ω). Its tangential components

E
(ω)
x , E

(ω)
y , are conserved at each interface, i.e. all over the multilayer structure for

ultrathin layers. In counterpart, the normal component of the electric induction

D
(ω)
z is nearly conserved over the multilayer structure. Thus, the E

(ω)
z component is

not conserved and its profile can be estimated from the simple relation

ε
(ω)
0,νE

(ω)
z ≈ const, (8.19)

where ε
(ω)
0,ν is the diagonal permittivity element of the ν-th layer. Consequently, for

the incoming light, the dipole excitation by the E
(ω)
z component can differ signifi-

cantly for different interfaces, contrarily to the excitation by E
(ω)
x and E

(ω)
y .

The relation between the incoming Jones vector J
(ω)
0,+ = [E(ω)

0,s,+, E
(ω)
0,p,+]T and the

electric field at interfaces E
(ω)
ν involves the generalized Fresnel elements X

(ω)
xs , X

(ω)
yp ,
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X
(ω)
zp [see Eq. (8.6)]. The final radiated SHG light intensity depends on the fourth

power of the electric field at the interface.

• Except in rare cases [3], the values of the χijk,ν elements at each ν-th interface are
generally unknown. The radiated SHG intensity depends on the second power of the
χijk,ν elements.

• The light intensity, I
(2ω)
j , radiated by an electric point dipole having an unitary

moment |µ(2ω)
ν | = 1 can be calculated by two subsequent stages. Firstly, the out-

coming Jones vector J
(2ω)
ν,d of the emitted light is calculated from the knowledge of the

dipole µ
(2ω)
ν by means of the outcoming Fresnel matrix Z

(2ω)
ν,d , i.e. J

(2ω)
ν,d = Z

(2ω)
ν,d µ

(2ω)
ν .

Secondly, from this outcoming Jones vector, the emitted light intensity, I
(2ω)
j , is de-

termined by Eq. (8.11). In following Sections, it is demonstrated that the radiation

of tangential dipole components (µ
(2ω)
x , µ

(2ω)
y ) into the air varies more with the depth

position of the radiating dipole than for the normal dipole component µ
(2ω)
z (Fig-

ures 8.3, 8.8, 8.12, 8.18). In the case of radiation into an optically denser material
(e.g. into a glass substrate), the situation becomes more complex. As shown later,
different behaviors appear when light is radiated at angles larger or smaller than the
total reflection angle of the air/glass interface.

8.6 Case of an air/glass interface

Firstly, let us investigate a simple air/glass interface. The in-depth profile of the maximum
value of the electric field at a given point in the space, in the vicinity of this interface, is
presented on Figure 8.2. Mathematically speaking, Fig. 8.2 gives the profile of absolute

values of the electric field components |E(ω)
x |, |E(ω)

y | and |E(ω)
z |. On the other hand,

the profile of the electric field components at a given time t is <(E
(ω)
j exp[−iωt]), with

j = {x, y, z} [Eq. (2.3)], but we don’t present this profile here. In this Chapter, we
show only the profiles of the absolute values of the electric field components, since they

determine the strength of the radiating dipoles µ
(2ω)
ν .

8.6.1 Profile of E(ω) at the air/glass interface

The in-depth profile of the electric field at the air/glass interface is presented on Figure 8.2.

As expected, the tangential components E
(ω)
x , E

(ω)
y are continuous through the interfaces.

The increase of the electric field into the air is due to the interference between incidence
and reflected light waves. The marked step in the E

(ω)
z profile at the interface comes from

the continuity condition of the normal component of the electric induction D
(ω)
z = ε

(ω)
0,νE

(ω)
z,ν

through the interface. Thus, in general, the dipoles located in an optical denser material

are more efficiently exited by E
(ω)
z components. The values of E

(ω)
z at each interface

determine the SHG efficiency.

• the total radiated (2ω) light intensity depends on the fourth power of the exciting

electric field, i.e. I(2ω) ∼ |E(ω)
i E

(ω)
j |2.
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Figure 8.2: In-depth profile of the amplitude of the electric field components, |E(ω)
x | (for an incident s

wave) and |E(ω)
y |, |E(ω)

z | (for an incident p wave) through a simple air/glass interface at E = 1.55 eV. The
incidence angle is fixed to ϕ = 45◦, incident s and p-polarized waves have an unity amplitude.
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Figure 8.3: Angular dependence of the radiated intensity of s and p polarized light I
(2ω)
s and I

(2ω)
p ,

emitted by a unity dipole µ(2ω), oriented in x, y, z directions for the air/glass structure at E = 3.1 eV.
We present radiation of five dipoles located at different depths. One dipole is located just on the air/glass
interface (full blue line), two dipoles are located in air 10 and 20 nm above the interface (green and red
dashed-dot lines), and in glass 10 and 20 nm below the interface (bright blue and magenta dashed lines).
Both figures in each column contain the same informations, but they are presented either in Cartesian or
polar referentials. The light intensity value of the circle terminating the polar graph is denoted by a red
number located inside each graph placed on the second row.
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• In the case of metallic multilayers, metals can lead to |ε(ω)
0,ν | ' 20 − 30, especially

for E = 1.55 eV (800 nm), i.e. the typical laser light (at ω) used for SHG, where the
optical properties are highly influenced by the Drude tail.

8.6.2 Point dipole radiation from the air/glass interface

The aim of this part is to discuss the variation of the light intensity with the in-depth
position of the radiating dipole. The light intensity radiated by different point dipoles,
having the same moment and orientation, but located at five different depth near the
air/glass interface, is presented in Figure 8.3. One dipole is located on the air/glass
interface, two are 10 and 20 nm above into the air, and two 10 and 20 nm below into the

glass. The radiation is calculated for unitary dipoles (|µ(2ω)
ν | = 1) oriented in the x, y and

z directions. Figure 8.3 represents the angular dependence of the radiated light, i.e. with
the radiation angle ϕr, defined on Figure 8.4 [53].

ϕ

ω 2ω

air

glass

-ẑ

ϕr

ϕT

above ϕT
angles

below ϕT
angles

ϕT : total reflection angle
of glass/air interface

Figure 8.4: Radiation angle ϕr, defined as the angle between the emitted light at 2ω and the sample
normal. ϕ is the incidence angle and ϕT is the total reflection angle of the glass/air interface, expressed

as ϕT = 180◦ − arcsin(N
(2ω)
air /N

(2ω)
glass) ≈ 137◦.

• The radiation into the air does not vary significantly for dipoles located at different
depths or different orientations (note that graphs on Figure 8.3 have different scales).

The maxima of the radiation emitted by µ
(2ω)
x , µ

(2ω)
y dipole components occur for

ϕr = 0, i.e. when observing the dipole along the interface normal. On the other

hand, the µ
(2ω)
z component does not radiate for ϕr = 0, and displays a maximum for

ϕr ' 60◦.

• The radiation into the glass (i.e. into an optically denser material) is much more

efficient than for air. For dipole components µ
(2ω)
x , µ

(2ω)
z , a pronounced maximum

of radiation is found in the vicinity of the total reflection angle φT for the glass/air

interface, ϕT = 180◦ − arcsin(N
(2ω)
air /N

(2ω)
glass)) ≈ 137◦.

• The radiation in air has nearly the same amplitude wherever the dipole is located in
depth. On the other hand, the radiation in glass is much more sensitive to the dipole
position, particularly above the total reflection angle of the glass/air interface, i.e.
for 90◦ < ϕr < 137◦ (Figure 8.3). This can be interpreted considering that in this
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range N
(2ω)
y > 1, and thus N

(2ω)
z,air in air is purely imaginary, giving an evanescent

wave in air. Furthermore, in glass for the same N
(2ω)
y , N

(2ω)
z,glass is real, which gives

a radiating wave. This can be understood, remarking that there is a “conversion”
from the evanescent wave in the air into a radiating wave in the glass.

This evanescent wave is very sensitive for investigating changes in multilayer struc-
tures, for example of the distance between the radiating dipole and the interface.
Obviously, perturbations of this evanescent wave modify the propagating wave inside
the glass as well. The presence of an evanescent wave explains why radiation above
the total reflection angle (90◦ < ϕr < 137◦) depends strongly on the dipole in-depth
position, but not below, i.e. for 137◦ < ϕr < 180◦.

Finally, note that the variation of the radiated light intensity with the dipole position

is more sensitive for radiation associated with a µ
(2ω)
z component (Figure 8.3).

8.7 A model system: air/Fe/glass

In this Section, I discuss about a more complicated model system, consisting of 30 nm of
Fe deposited on glass. Here I consider four positions for the radiating dipoles, two of them
being located on the air/Fe and Fe/glass interfaces and the two others being located in
the Fe layer at distances of 5 and 10 nm from the air/Fe interface.

The aim of this Section is to show the influence of an evanescent wave onto the dipole
radiation. Hence, two cases are considered for this air/Fe(30 nm)/glass structure. We

assume that the imaginary part of the Fe diagonal permittivity, =(ε
(ω,2ω)
0 ) = 0, is zero

(Figures 8.5, 8.6) or non-zero (Figures 8.7, 8.8). For values of optical constants, see
Appendix 8.11.

8.7.1 Case of non-absorbing Fe: =(ε0) = 0

The electric field profile in this structure is presented on Figure 8.5. Again, the transversal
components of the electric field are continuous throughout the interfaces. The decrease of
the electric field in air and Fe is again caused by interference between the incoming and

reflected light. As expected, the E
(ω)
z component has a step-like profile and its value stays

nearly constant in each layer.

The radiation of all four radiating dipoles defined above is presented on Figure 8.6.
The dipole radiation into the air does not depend significantly on their depth location.
The radiation of dipoles, which are located near the air/Fe interface and radiating into
the glass, display similar features as for the single air/glass interface (Section 8.6). The
radiated light intensity depends a lot on the position of dipoles when radiating at angles
ϕr > ϕT (90◦ < ϕr < 137◦) and not much for ϕr < ϕT (137◦ < ϕr < 180◦). The reasons
are:

(i) the modes radiating into the glass at angles above ϕT become evanescent into the
air.

(ii) the evanescent tail of the dipole radiation depends significantly of the distance from
the dipole to the air/Fe interface.
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Figure 8.5: In-depth profile of the amplitude of the electric field components |Ex| (incident unitary s

wave), |Ey|, |Ez| (incident unitary p wave) for an air/Fe(30 nm)/glass structure, at E = 1.55 eV, at a fixed

incidence angle ϕ = 45◦. =(ε
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0,Fe) is assumed to be zero.
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Figure 8.6: Angular dependence of radiated intensity of the s and p polarized light, Is, Ip, emitted
by unitary dipoles µ(2ω) oriented in the x, y and z directions in the air/Fe(30 nm)/glass structure. The
radiating dipoles are assumed to be located on the air/Fe interface (red full line), on the Fe/glass interface
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is assumed to be zero.
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8.7.2 Case of absorbing Fe: =(ε0) 6= 0

The main difference with above case is that now all waves propagating in Fe are partly
evanescent. The profile of the electric field in this situation is presented on Figure 8.7.

Again, E
(ω)
z exhibits a step-like profile (Figure 8.5). For tangential components of electric

field E
(ω)
x , E

(ω)
y , the situation differs from Figure 8.5, since the evanescent electric field

is decreasing fast inside the Fe layer and that the light is mostly reflected by the air/Fe
interface.

The radiation of the four previous dipoles embedded in the air/Fe/glass structure
is presented on Figure 8.8. Oppositely to previous cases presented on Figure 8.6, the
amplitude of the waves radiating into the air are now depth sensitive. This comes from

the fact that now all modes are evanescent in the Fe layer since =(ε
(ω)
0 ) is finite. Thus, all

waves radiated by dipoles embedded in Fe are strongly dependent upon their distance to
the air/Fe interface.

In counterpart, Figure 8.8 shows that the radiation of the top three dipoles into the
glass does not depend significantly on their in-depth position. This comes from the fact
that all these dipoles are too far from the Fe/glass interface, and thus the evanescent wave
in Fe is damped before coming out from the glass. This can be proved by a calculation
where dipoles are placed into the Fe layer near the Fe/glass interface. In this case, dipoles
radiating into the glass are depth sensitive and dipoles radiating into the air are not depth
sensitive.

Let us now discussed experimental results obtained in two FM layer structures of
interest for applications, FeSi/DyFeCo and Co/NiO/NiFe.

8.8 MOSHG in the FeSi/DyFeCo structure

In this Section MOSHG and LMOKE results on the FeSi/DyFeCo system are presented
and discussed. Depth sensitivity of MOSHG by buried interfaces is then evidenced.

8.8.1 Sample properties

The SiO2(10 nm)/Fe0.96Si0.04(5 nm)/Dy0.30Fe0.58Co0.12(30 nm)/glass structure [presented
on Figure 8.9(a)] was prepared in the group of Prof. Le Gall (Université de Brest). The
detailed preparation conditions and structural properties are reported in the thesis of
R. Sbiaa [144]. Dy0.30Fe0.58Co0.12 is an amorphous ferrimagnet with a Curie tempera-
ture Tc = 200◦C and a compensation temperature Tcomp = 60◦C. DyFeCo shows a high
perpendicular anisotropy and a large coercive field. Fe0.97Si0.03 is a polycrystalline fer-
romagnet with a large Curie temperature Tc ≈ 700◦C that exhibits low coercivity and
in-plane anisotropy.

In a FeSi/DyFeCo bilayer, the spins of both FM layers (FeSi and DyFeCo) are coupled
together but have competitive in-plane and out-of-plane anisotropies. By LMOKE, we
checked that the FeSi anisotropy is nearly isotropic in the film plane. In the FeSi/DyFeCo
film structure, one gets a rather square LMOKE hysteresis loop for the FeSi layer [Fig-
ure 8.15] with a coercive field of 20 Oe at room temperature. This coercive field is larger
than that found in an isolated FeSi layer, for which Hc is only few Oe. This is expected
since, in the structure, the FeSi layer is coupled to DyFeCo. In counterpart, an isolated
DyFeCo layer does not show any LMOKE signal in low field, confirming its strong perpen-
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Figure 8.9: (a) Sketch of the studied FeSi/DyFeCo structure. (b) 2D calculations of the in-depth profile
of the equilibrium tilt angle between the magnetization and the sample normal.

dicular anisotropy. In perpendicular magnetic field, DyFeCo in the FeSi/DyFeCo structure
exhibits a square PMOKE loop with a large coercive field Hc ≈ 2000 Oe.

In the absence of any in-plane anisotropy, the spin orientation is assumed to be the
same inside an horizontal plane, i.e., spins are assumed not to form spiral-like structures for
H = 0. The 2D-calculation of the in-depth profile of the equilibrium spin state in H = 0
is presented on Figure 8.9(b) [145]. In zero field, the magnetization of the top coupled
FeSi layer is oriented at 52◦ from the film plane, i.e. far from a complete in-plane-state.

8.8.2 Fresnel elements calculations for the FeSi/DyFeCo structure

The in-depth profile of the electric field in the FeSi/DyFeCo structure is presented on
Figure 8.10 for E = 1.55 eV and an incidence angle ϕ = 45◦. As usual, the profile of

tangential components E
(ω)
x , E

(ω)
y is slightly decreasing through the multilayer structure.

The profile of the normal component E
(ω)
z is again step-like and E

(ω)
z has a very low value

at the FeSi/DyFeCo interface, since both neighboring layers are metallic with rather large
diagonal permittivities values. For the concerned optical constants see Appendix 8.11 of
this Chapter.

To be more explicit, the calculated values of the generalized incoming Fresnel elements

X
(ω)
xs,ν , X

(ω)
yp,ν and X

(ω)
zp,ν are presented on Figure 8.11 in a polar form. This presentation

contains also an information about the phase of E(ω) at the interface (recall, that assuming

the incident field amplitude |E (ω)
0,Π,+| = 1, the electric fields on the interfaces are |E(ω)

x | =
|X(ω)

xs,ν |, |E(ω)
y | = |X(ω)

yp,ν |, |E(ω)
z | = |X(ω)

zp,ν |). Again, we see on Figure 8.11, that when

increasing the depth of the interface, the modules and phases of X
(ω)
xs,ν , X

(ω)
yp,ν are smoothly

decreasing. The largest value of X
(ω)
zp,ν is obviously obtained at the air/SiO2 interface, and

it is negligible at deeper FeSi/DyFeCo and DyFeCo/glass interfaces.

The SHG radiation of unitary electric point dipoles located at each interface in the
FeSi/DyFeCo structure is presented on Figure 8.12. We can see that the SHG radiation

generated by the dipole components µ
(2ω)
x , µ

(2ω)
y depends rather significantly on their

in-depth location (compared to the deeper FeSi/DyFeCo interface, the upper SiO2/FeSi

interface radiates more by a factor of 2 for µ
(2ω)
x and of 1.6 for µ

(2ω)
y ). The SHG radiation

issued from of the deepest DyFeCo/glass interface is negligible in air, and thus is neglected
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(ω)
xs , X

(ω)
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(ω)
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values of the X

(ω)
xs,ν , X

(ω)
yp,ν and X

(ω)
zp,ν are identical to electric fields present on the interfaces, as presented

in Fig.8.10.
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Figure 8.13: Values of the outcoming Fresnel elements Z
(2ω)
sx,ν,−, Z

(2ω)
py,ν,− and Z

(2ω)
pz,ν,− for the air/

SiO2(10 nm)/FeSi(5 nm)/DyFeCo(30 nm)/glass structure, for an radiation angle ϕr = 45◦, and photon

energy E = 3.1 eV. The plotted quantity is N
(2ω)
z,0 Z

(2ω)
ij,ν,−, because the light intensity is proportional to it,

i.e. I
(2ω)
0 ∼ |N (2ω)

z,0 Z
(2ω)
ij,ν,−|.
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in the following. On the other hand, the radiation of the dipole component µ
(2ω)
z into the

air is more efficient than that of µ
(2ω)
x or µ

(2ω)
y components (by about a factor three).

Furthermore, the radiation of the µ
(2ω)
z component does not depend significantly on the

dipole depth.

The previous statements are also shown on Figure 8.13, where the outcoming general-

ized Fresnel elements Z
(2ω)
sx,ν,−, Z

(2ω)
py,ν,− and Z

(2ω)
pz,ν,−, describe the emitted radiation into air,

by the µ
(2ω)
x , µ

(2ω)
y , µ

(2ω)
z dipole components, respectively. Figure 8.13 presents the Fresnel

elements in the polar form for the FeSi/DyFeCo structure, for ϕr = 45◦, and a 2ω-photon
energy E = 3.1 eV . Note that the relation between the radiated light intensity (in a.u.)

and Z
(2ω)
ij,ν,d coefficients writes Is = N

(2ω)
0 |N (2ω)

z,0 Zsx,ν,−|2, Ip = N
(2ω)
0 |N (2ω)

z,0 Zpy,ν,−|2 and

Ip = N
(2ω)
0 |N (ω)

z,0 Zpz.ν,−|2, where N
(2ω)
0 is the refractive index of the air at 2ω frequency,

and N
(2ω)
z,0 the z-component of the reduced wavevector in air. That is why, I prefer to

represent on Figure 8.13 the quantity N
(2ω)
z,0 Z

(2ω)
ij,ν,− instead of Z

(2ω)
ij,ν,−. Figure 8.13 relies

to a deeper location of radiating dipoles. Both the modulus and phase of Z
(2ω)
sx,−, Z

(2ω)
py,−

elements are decreasing continuously with the depth. The situation is not so straightfor-

ward for the Z
(ω)
pz,ν,− elements (i.e. the µ

(2ω)
z,ν radiation), where all contributions from the

first three interfaces have approximately the same modulus and the phase. The Z
(2ω)
pz,ν,−

element decreases more slowly with depth than Z
(2ω)
sx,− and Z

(2ω)
py,− elements.

In conclusion, the most relevant quantity entering for the in-depth sensitivity of MOSHG

in the FeSi/DyFeCo structure is the profile of the E
(ω)
z through the structure if χ-tensors

at different interfaces are assumed to be the same. The radiation given by point dipoles
located at different interfaces give similar intensities.

8.8.3 MOSHG data and discussion for the FeSi/DyFeCo structure

MOSHG data on the FeSi/DyFeCo sample are presented on Figures 8.14 and 8.15. Exper-
iments were performed in reflection (ϕ = 45◦), and the fundamental light beam is entering
by the SiO2 layer.

Let us first compare the transverse (H ‖ x̂) pp and sp-MOSHG hysteresis loops pre-
sented on Figure 8.14.
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Figure 8.14: Transverse (H ‖ x̂) MOSHG hysteresis loops of the FeSi/DyFeCo structure measured (a)
in pp configuration (b) in sp configuration. The incidence angle is ϕ = 45◦.
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The coercivity of both loops are quite different, being 5 Oe in the pp configuration
and 13 Oe in the sp configuration. Note that incident light intensity is comparable for
both polarizations, i.e. one expects the same sample heating, if present. The difference in
coercivity is explained as follow: the spins located at the top of the FeSi layer reverse quite
easily for H applied in-plane, since they are not strongly coupled to the harder DyFeCo
spins. Thus, when sweeping the field, the spins first rotate at the top of the FeSi layer.
This gives rise to a “spiral-like” spin structure from the top to the inside of the FeSi layer.
As the external magnetic field is increased, all spins are rotated inside a 5 nm thick planar
Bloch wall. This magnetic behavior, together with observed properties of the MOSHG
hysteresis loops (the pp-loop is more square and has smaller coercivity than the sp-loop),
leads to following experimental evidences:

(i) the transverse pp-MOSHG probes more the magnetization of the top FM SiO2/FeSi
interface.

(ii) the transverse sp-MOSHG is sensitive to both the first and second FM interfaces,
SiO2/FeSi and FeSi/DyFeCo.

The point (i) is consistent with the selection rules (Table 8.2) and the estimation of the
electric field at interfaces in pp configuration. The fundamental p-polarized field contains

both E
(ω)
y and E

(ω)
z components. The selectivity of MOSHG to the top FM SiO2/FeSi

interface is explained from the profile of E
(ω)
z (Figure 8.10), which has a large value at the

SiO2/FeSi interface compared to other FM interfaces.

Let us consider now the relation between the dipoles components and of the electric
field at ω, as deduced from MOSHG selection rules (see Table 8.2). The magnetic sig-

nal in transverse pp configuration is related to µ
(2ω)
y = χyyy(E

(ω)
y )2 + χyzz(E

(ω)
z )2 and

µ
(2ω)
z = χzzyE

(ω)
y E

(ω)
z . Since experimental data prove that we are mainly sensitive to

the top FM SiO2/FeSi interface, this means that χyyy is negligible as compared to χyzz
and χzzy. Moreover, from comparison of pp and ps loops, it is shown later that the con-
tribution of χyzz has to be small as compared to χzzy. Thus, it can be concluded that
the observed magnetic signal in transverse pp configuration originates mainly form the

µ
(2ω)
z = χzzyE

(ω)
y E

(ω)
z term. This conclusion is supported by the fact that the dipole ra-

diation coming from the µz component (and thus from χzzy) is about three times more

efficient than that originating from µ
(2ω)
y (Figures 8.12 and 8.13). Furthermore, as pointed

out by Petukhov and Liebsch [137] and if one extends the ab-initio results for Al(111),

the radiation of a dipole component µ
(2ω)
z originates from a much thinner interface region

(∼ 0.1 nm) than the µ
(2ω)
x and µ

(2ω)
y components (∼1 nm). This supports the high selec-

tivity of the transverse pp configuration to the upper SiO2/FeSi FM interface. Similar
results were indirectly found by Güdde et al. [138] for ultrathin Co and Ni films deposited
on Cu(001).

The point (ii) is consistent with the characteristic properties of the transverse sp

configuration. The fundamental light beam is characterized by an E
(ω)
x component keeping

nearly the same value at both SiO2/FeSi and FeSi/DyFeCo FM interfaces (Figure 8.10).
Thus, the dipoles located at both FM interfaces are exited by similar fields. The magnetic

signal is related to µ
(2ω)
y = χyxx(E

(ω)
x )2 (see Table 8.2). The radiated light intensity

by the µ
(2ω)
y dipole component is stronger for the upper SiO2/FeSi FM interface by a

factor 1.6 than that for the bottom FeSi/DyFeCo. Thus, in a first approximation, both
contributions can be assumed to be the same (Figures. 8.12 or 8.13). Supposing that
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χyxx for both SiO2/FeSi and FeSi/DyFeCo interfaces are identical, the contribution of the
upper SiO2/FeSi interface to the total MOSHG signal becomes about two times larger
than for the bottom FeSi/DyFeCo interface. This result is even more supported by the

fact that µ
(2ω)
y investigate a thicker zone than µ

(2ω)
z [137].

Now, let us comment the hysteresis loops presented on Figure 8.15.
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Figure 8.15: MOSHG and LMOKE loops of the FeSi/DyFeCo structure measured (a) in pp configuration,
H ‖ x̂; (b) in ps configuration, H ‖ ŷ. (c) LMOKE hysteresis loop measured in the same thermal condition
(see Section 8.1 or Figure 8.1). The incidence angle is always ϕ = 45◦.

LMOKE and MOSHG hysteresis loops are measured with the same light flux, i.e.
in the same heating conditions. The MOSHG loop, measured in longitudinal ps con-
figuration, is quite similar to that measured by MOSHG in transverse sp configura-
tion. The term responsible of the magnetic signal in the transverse ps configuration

is µ
(2ω)
x = χxyy(E

(ω)
y )2 +χxzz(E

(ω)
z )2. The large coercivity of the longitudinal ps MOSHG

loop means that it depends on both FM interfaces. Thus, the contribution of χxzz(E
(ω)
z )2

must be smaller than that coming from the χxyy(E
(ω)
y )2 term. This statement, associated

with the symmetry relation χxzz = −χyzz (Table 8.1 or 8.3), was used in the previous dis-

cussion [related with the point (i)] to state that the µz = χzzyE
(ω)
y E

(ω)
z term was dominant

in the pp configuration. LMOKE checks more uniformly the magnetization in depth, so
that its hysteresis loop (Fig. 8.15c) shows a smoother slope that reveals the distribution
of coercivity at several depths.
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8.8.4 Conclusion for FeSi/DyFeCo structure

On the SiO2/FeSi/DyFeCo/glass system we have demonstrated that the transverse pp

configuration is much more selective to the first FM interface (SiO2/FeSi) than transverse
sp and longitudinal ps configurations. The most efficient factor that explains this fact is

the step-like profile of the z-component of the electric field E
(ω)
z , together with the large

values of the linear permittivity tensor elements ε
(ω)
0,ν for metals. There is no pronounced

differences between intensities radiated by dipoles located at different interfaces in the
structure. Furthermore, we have determined the most efficient terms responsible of the

magnetic signal for each MOSHG configuration, i.e. µ
(2ω)
z = χzzyE

(ω)
y E

(ω)
z for the pp

configuration, µ
(2ω)
x = χxyy(E

(ω)
y )2 for the ps configuration, and µ

(2ω)
y = χyxx(E

(ω)
x )2 for

the sp configuration. The most efficient contributions are underlined on Table 8.3. One
deduces |χzzy| � |χyyy|, |χzzy| � |χyzz| and |χxyy| � |χxzz|, for the SiO2/FeSi interface,

with χyzz = −χxzz. Finally, our results suggests that µ
(2ω)
z originates from a thinner

region at the interface than the transverse components µ
(2ω)
x , µ

(2ω)
y [137].

8.9 MOSHG in the Co/NiO/NiFe trilayer

In this Section, we compare the MOSHG and MOKE data for the Co(FM)/NiO(AFM)/
NiFe(FM) trilayer structure, and discuss about the depth sensitivity of MOSHG to inter-
faces.

8.9.1 Sample properties

In general, the unidirectional exchange coupling at the interface between a ferromagnetic
layer (FM) and an antiferromagnetic layer (AFM), discussed in the literature since the
60’s, manifests itself, besides many other effects, by a shift of the hysteresis loop and an
enhancement of the coercivity of the FM layer [146].

FeNi/NiO/Co multilayers, more exactly CoO(2nm)/Co(2nm)/NiO(t(NiO))/NiFe(10nm)/
Cu(5nm)/SiO2(80nm)/Si, have been fabricated and previously studied in the team of
B. Dieny, SPINTEC, Grenoble [147, 148]. The multilayer was initially covered by a non-
protected Co layer. Consistently with some results obtained in Grenoble, one assumes that
Co is oxidized as CoO over a 2 nm thickness. The sample preparation and its structural
and magnetic properties have been reported elsewhere [147, 148]. Here, we only mention
some of these results which are important for the further interpretation of our data.

We report on MOSHG studies on Co/NiO/FeNi samples with two different NiO thick-
nesses, t(NiO) = 4 nm and 8 nm. In this system the coupling between Co and permalloy
(FeNi) is mediated by the AFM NiO spacer. The Co layer is shown to exhibit an uniaxial
anisotropy resulting of an oblique deposition of the NiO spacer layer [147]. Both FM layers
exhibit a negligible exchange bias, as expected in low-anisotropy NiO-exchanged coupled
systems [104, 147]. The NiFe layer does not provide intrinsically any magnetization easy
axis. The coupling between both FM layers is reduced when increasing the NiO spacer
thickness. For t(NiO) = 8 nm, the NiFe and Co layer magnetizations are found to be par-
allel, whereas for t(NiO) = 4 nm, the coupling between the two FM layers is found to be at
90◦. This 90◦ coupling is assumed to be due to the interface roughness combined with a
small value of the effective NiO anisotropy [147, 148].



150 CHAPTER 8. IN-DEPTH SENSITIVITY OF SHG RADIATION

Let us discuss on MOSHG experiments. The light was always entering from the CoO
side, with an incidence angle ϕ = 45◦, and a photon energy E = 1.54 eV (λ = 800 nm).

8.9.2 Incoming Fresnel elements for the Co/NiO/FeNi structure

The profile of the electric field E(ω) in the Co/NiO(4 nm)/FeNi structure is presented on
Figure 8.16.
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Figure 8.16: Profile of the electric field amplitude components in the Co/NiO(4 nm)/FeNi structure.
The two bottom graphs show a zoom of the upper ones. Py (permalloy) denotes the FeNi layer.

Again, as in the previous cases, the profile of the transverse components E
(ω)
x , E

(ω)
y

is continuous through the interfaces and their amplitudes are smoothly decreasing when

going deeper inside the structure. The ratio of the amplitudes E
(ω)
x (or E

(ω)
y ) exhibited

at the first FM (CoO/Co) and the last FM (NiFe/Cu) interface is approximately equal

to 2. The smooth decrease of the E
(ω)
x , E

(ω)
y amplitudes is also revealed on Figure 8.17,

presenting the elements of the incoming Fresnel matrix X
(ω)
ν , for the X

(ω)
xs,ν and X

(ω)
yp,ν

elements. When the interface is deeper in the sample, both the amplitude and phase of

the X
(ω)
ν -matrix elements are smoothly decreasing in a very similar way than X

(ω)
xs,ν and

X
(ω)
yp,ν .

On one hand, the profile of the normal component E
(ω)
z exhibits discontinuities at

interfaces (Figure 8.16). Since the Co layer is sandwiched between two NiO and CoO

oxide layers, there is a relative large jump of E
(ω)
z on both sides of the Co layer. On the

other hand, the FeNi layer is located between an oxide layer (NiO) and a metal (Cu).
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Figure 8.17: Incoming Fresnel elements X
(ω)
xs,ν , X

(ω)
yp,ν and X

(ω)
zp,ν for the Co/NiO(4 nm)/FeNi structure.

The X
(ω)
zp,ν element is calculated from the average of E

(ω)
z values calculated just above and under the

interface.

Thus, a jump of E
(ω)
z is only present at the NiO/FeNi interface, but not at the FeNi/Cu

interface. These features are also visible on X
(ω)
zp,ν (Figure 8.17). The largest value of

X
(ω)
zp,ν comes from the air/CoO interface. All FM/oxide (CoO/Co, Co/NiO, NiO/FeNi)

interfaces provide approximately the same amplitude and phase. In counterpart, the value

of X
(ω)
zp,ν for the last FM interface is rather small.

8.9.3 Outcoming Fresnel elements for the Co/NiO/FeNi structure

Figure 8.18 shows the light intensity radiated by an unitary dipole oriented in the x, y or
z directions and located at the first five successive interfaces (up to the NiO/Cu interface).

The radiation from the µ
(2ω)
x , µ

(2ω)
y components is weaker for the dipoles located deeper

in the multilayer structure. The emitted light intensity at 2ω of dipoles located at the
NiO/FeNi interface is about 30% smaller than that of dipoles located at the CoO/Co

interface. The same result is presented on Figure 8.19 for the Z
(2ω)
sx,ν and Z

(2ω)
py,ν components.

For more and more buried interfaces, both their amplitude and phase decrease.

The radiation of the µ
(2ω)
z component is different. The light emitted by unitary dipoles

located at different interfaces has approximately the same intensity. These results are
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Figure 8.19: Outcoming Fresnel elements Z
(2ω)
sx,ν,−, Z

(2ω)
py,ν,− and Z

(2ω)
pz,ν,− for the Co/NiO(4 nm)/FeNi struc-

ture, for an radiation angle ϕr = 45◦ at a photon energy E = 3.1 eV. The presented quantity isN
(2ω)
z,0 Z

(2ω)
ij,ν,−,

because the light intensity is proportional to it, i.e. I
(2ω)
0 ∼ |N (2ω)

z,0 Z
(2ω)
ij,ν,−|.
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represented also on Figure 8.19, where it is shown that all interfaces provide approximately

similar values of Z
(2ω)
pz,ν .

8.9.4 MOSHG results on the Co/NiO(8 nm)/NiFe system

The MOSHG experimental data for the Co/NiO(8 nm)/NiFe sample are presented on
Figure 8.20 for transverse pp, sp and longitudinal ps-MOSHG configurations.

In all cases, the magnetic field was applied along the easy Co axis, denoted by a (b is
the hard-axis of Co, i.e. a ⊥ b). The external magnetic field was applied in the transverse
direction (H ‖ x̂) in the case of pp and sp configurations and in longitudinal one (H ‖ ŷ)

H ‖ a (easy axis of Co)
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Figure 8.20: MOSHG hysteresis loops of the CoO(2 nm)/Co(2 nm)/NiO(8 nm)/FeNi(10 nm)/Cu(5 nm)/
SiO2(80 nm)/Si sample. The magnetic field was applied along the Co easy anisotropy axis. In zero field
the Co and FeNi magnetizations lie along the a axis.
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for the ps configuration. Thus (Table 8.2), the detected components of the magnetization
are always in the direction of the applied H, i.e. in the direction of the Co easy axis.

Figure 8.20 shows that both Co and NiFe interfaces provide square hysteresis loops
with coercive field of 130 Oe and 12 Oe, respectively. Similar results were obtained in
LMOKE. This means, that in zero field, the magnetization of both Co and FeNi layers
lies along a, and similar spin configurations are tested at their interfaces. We can see
that the pp configuration is here much more sensitive to one of the interface of the deeper
FeNi interfaces (oppositely to the previous FeSi/DyFeCo case where the MOSHG was
more selective to the top FM interface), while the sp and ps MOSHG configurations are
sensitive to all FM interfaces (CoO/Co, Co/NiO, NiO/FeNi, FeNi/Cu). Let us interpret
now these results.

transverse sp configuration: From a theoretical point of view, the sp configuration

is only sensitive to the transverse mx magnetization, since µ
(2ω)
x = χ

(m)
zxx(E

(ω)
x )2

(Table 8.2). Because E
(ω)
x is approximately identical for all FM interfaces, the sp

configuration is sensitive to all FM interfaces, in agreement with the observed data.

longitudinal ps configuration: The ps configuration is sensitive to both polar, mz,
and longitudinal, my, magnetizations. Since, the sample magnetization is always
in-plane (tested by PMOKE), we are only sensitive to my.

The magnetic signal related to my magnetization is given by µ
(2ω)
x = χxyy(E

(ω)
y )2 +

χxzz(E
(ω)
z )2 [Table 8.2]. Since there is an experimental evidence that the magnetic

signal comes from all FM interfaces (CoO/Co, Co/NiO, NiO/FeNi, FeNi/Cu), as in

sp configuration, the µ
(2ω)
x dipole must be mainly related to the χxyy(E

(ω)
y )2 term,

leading to |χxyy| � |χxzz|.
The similarity between sp and ps-MOSHG loops is strongly supported by the sym-
metry arguments predicting χa = χyxx = −χxyy (Table 8.1 and 8.3). Thus, (neglect-

ing the µ
(2ω)
x = χxzz(E

(ω)
z )2 term in ps configuration), the ps and sp configurations

are analogously given by µ
(2ω)
x = χa(E

(ω)
y )2 and µ

(2ω)
y = χa(E

(ω)
x )2, respectively.

Since the in-depth profile of E
(ω)
x and E

(ω)
y are practically identical (see Figure 8.16),

both configurations provide nearly the same dipole moments, which radiate in a sim-
ilar manner (Figures 8.18 and 8.19).

However, experimental hysteresis loops measured in sp and ps configurations are
not exactly identical (Figure 8.20). The ps loop is more square and involves a
contribution which is quadratic in magnetization (the Co jumps have different size
for H > 0 or H < 0).

The origin of the quadratic contribution can be explained as follows: as discussed
in Section 8.4.2, a pure ps configuration does not contain any non-magnetic SHG
signal, as needed to restore a magnetic signal [Table 8.2, Eq.(8.18)]. Thus, the
analyzer has been slightly misoriented from the s orientation to transmit partly p

polarized light, which contains light emitted by non-magnetic sources. Then, the
resulting magnetic signal, can depend on mx. The higher squareness for the ps

loop can be expected from the superposition of the mx loop [143]. Furthermore,
for a small misorientation of the analyzer by an angle ζa, the contribution of the

|E(2ω,m)
0,s,− |2m2

y cos2 ζa term, quadratic with my [see Eq. (8.18)], can be detectable.
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This can explain well the observed quadratic contribution in the ps hysteresis loop
(Figure 8.20).

pp configuration: The pp hysteresis loop, presented on Figure 8.20, clearly shows that
MOSHG is mainly determined by the magnetic behavior of the NiFe interfaces, which
are located deeper than the Co interfaces in the structure.

The pp configuration is only sensitive to the transverse mx magnetization, through

the µ
(2ω)
y = χyyy(E

(ω)
y )2 + χyzz(E

(ω)
z )2 and µ

(2ω)
z = χzzyE

(ω)
y E

(ω)
z expressions (Ta-

ble 8.2). As in the previous Section 8.8.3, the dominant term is µ
(2ω)
z = χzzyE

(ω)
y E

(ω)
z ,

since the pp-loop depends mainly on the magnetization state of FeNi interfaces.

Thus, the dominant term depends on E
(ω)
z leading to a small χyyy(E

(ω)
y )2 term. Fur-

thermore, χyzz(E
(ω)
z )2 is certainly small, since it appears also in the ps configuration

as χxzz(E
(ω)
z )2, without giving any MOSHG.

Let us explain, why now the pp configuration is more sensitive to the interfaces of
the deeper FM layer (NiO/FeNi or FeNi/Cu interface), contrarily to the situation
found for the FeSi/DyFeCo structure (Section 8.8). The explaination is connected

to the in-depth profile of E
(ω)
z (Figure 8.16): the Co layer is sandwiched between two

oxide layers, whose optical properties are nearly similar. Thus, the jumps of E
(ω)
z

at each CoO/Co and Co/NiO interface are approximately the same. Furthermore,
since both interfaces concern oxides, we can assume that their χ values are similar.
These comparable MOSHG contributions have however opposite sign, so that one
expects cancelation of the total MOSHG signal for the two interfaces. On the other
hand, the FeNi layer is sandwiched between a metal (Cu) and an oxide (NiO). This

leads to a large value for E
(ω)
z , but only at the NiO/FeNi interface. Thus, it can

be concluded that the pp-MOSHG originates mainly from this NiO/FeNi interface
alone.

8.9.5 MOSHG results on the Co/NiO(4 nm)/NiFe system

Now, let us explain the observed MOSHG data on the Co/NiO(4 nm)/NiFe multilayer
structure. The explaination might be very similar to that proposed for Co/NiO(8 nm)/NiFe
structure.

The LMOKE and MOSHG results on the Co/NiO(4 nm)/NiFe structure are depicted
on Figure 8.21. The magnetic field is applied along (left column) or perpendicular (right
column) to the easy Co axis, denoted by a. In this sample, contrarily to the t(NiO) = 8 nm
one, in zero field the magnetization of FeNi is rotated by 90◦ with respect to the Co easy
axis.

Let us discuss the case where H ‖ a (left column). Consistently with this 90◦ coupling,
the Co layer gives a square LMOKE hysteresis loop, while the FeNi layer gives an S-shape
loop. As in the case of the previous t(NiO) = 8 nm structure, the transverse MOSHG
pp configuration checks more the magnetization of FeNi interfaces (later, it is shown
that it is dominantly sensitive to NiO/FeNi interface). In counterpart, transverse sp

and longitudinal ps configurations are sensitive to the magnetization of all FM interfaces.
As discussed above, sp and ps configurations provide very similar loops, consistently
with the fact that they are due to analogous dominant SHG sources. However, here the
longitudinal ps configuration gives an additional loop contribution of opposite sign, with
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Figure 8.21: Hysteresis loops of LMOKE (1-st row) and MOSHG of the CoO(2 nm)/Co(2 nm)/
NiO(4 nm)/FeNi(10 nm)/Cu(5 nm)/SiO2(80 nm)Si sample. The first (second) column shows loops, ob-
tained in a magnetic field H applied parallel (perpendicular) to the easy anisotropy axis of Co.
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a coercive field of about 60 Oe. It certainly originates from the slight misorientation of the
analyzer from the s direction (Section 8.4.2) which gives rise to p emitted light sensitive
to mx [Eq. (8.18)]. Since for applied fields smaller than 80 Oe, the Co magnetization
remains saturated along “a”, the magnetization jump concerns only FeNi interfaces. This
magnetization jump is only visible along the “b” axis and not along the “a” axis. This
jump of the mb magnetization component of the FeNi interfaces can be explained either
by the presence of two symmetric equivalent easy-axis with respect to the “a” axis, or
from the possible coexistence of two type of in-plane magnetic domains. In that case, the
jump could correspond to transition to a single domain state.

When H is applied along the FeNi easy axis (H ⊥ a) (right column in Figure 8.21), the
LMOKE Co loop contribution show an S-shape. However, when measuring the MOSHG
loop underH ‖ b, the applied field is too small to modify much the magnetization direction
of the Co interfaces. On the right column of Figure 8.21, we can see that the selectivity of
MOSHG to the different FM interfaces is similar to that found for the previous t(NiO) =
8 nm structure: the pp configuration is more sensitive to the FeNi interface, and thus the
hysteresis loop looks perfectly square with a small coercivity. On the other hand, the ps

and sp configurations are sensitive to the magnetization of both FeNi and Co interfaces,
where the Co interfaces give only a linear variation with field superimposed to the sp and
ps MOSHG FeNi loops. The non-symmetric slope in positive and negative field in the ps

configuration is again a consequence of a superimposed quadratic term in m2
x [Eq. (8.18)].

8.10 Conclusion of Chapter 8

In conclusion, we have demonstrated experimentally on two different structures, a FeSi/
DyFeCo FM bilayer and a Co/NiO/FeNi trilayer, that different MOSHG configurations
show different depth sensitivity to magnetic interfaces in these multilayer structures.

In particular, the transverse pp-MOSHG configuration is more sensitive to interfaces
between the FM metal and a material providing a small value of the linear diagonal

permittivity ε
(ω)
0,ν . This condition is usually fulfilled for air/FM, oxide/FM type of in-

terfaces. Then, the value of E
(ω)
z on these interfaces is much larger than that expected

at metal/metal interfaces. The dominant contribution to the magnetic signal in the pp

configuration is found to be µ
(2ω)
z = χzzyE

(ω)
y E

(ω)
z . Thus, the MOSHG intensity, which

proportional to the second power of E
(ω)
z , is strongly enhanced at FM/dielectric interfaces.

On the other hand, in transverse sp and longitudinal ps configurations, the MOSHG
magnetic signal depends more on all interfaces through the multilayer structure. This

is caused by the fact that the profile of the tangential components E
(ω)
x , E

(ω)
y does not

vary much through the ultrathin multilayer structure. In the ps configuration, we have
furthermore found that |χxyy| � |χxzz|, which is experimentally confirmed for the two
investigated samples. The ss configuration will not provide different MOSHG light in-

tensity from different interfaces, since the µ
(2ω)
x = χxxx(E

(ω)
x )2 term is responsible of the

magnetic signal. As experimentally evidenced, the magnetic signal in the ss configuration
is predicted to be small since χxxx = −χyyy (Table 8.3).

The intensity of emitted light is dependent on the dipole in-depth location. This

dependence is more pronounced for the radiation given by µ
(2ω)
x and µ

(2ω)
y moments than

for µ
(2ω)
z . When dipoles are embedded into a quite transparent material, the radiated

light intensity into the air does not depend significantly on the dipole in-depth location.
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Contrarily, for metals, the dipoles provide a MOSHG signal which varies with the in-
depth position of the dipole close to the first air/metal interface. However, the difference
of light intensity radiated by two dipoles located at different depths separated by ∼10 nm
is about a factor two, and is weaker for a deeper dipole. Thus, the variation of the
emitted light intensity with the dipole depth position can be, in a first approximation,
neglected. Analytical formula of the dipole radiation from a multilayer structure would
provide a better insight into this problematic.

For the first time, I have expressed rules which give some insight about the in-depth
selectivity of the MOSHG to buried interfaces in different MOSHG configurations.

8.11 Appendix I of Chapter 8

In this Appendix, I give the optical constants used for calculations of generalized incoming
and outcoming Fresnel elements (Table 8.5). The optical constant were mostly extracted
from Ref. [149]. Optical constants for Dy0.30Fe0.58Co0.12 are available only for E = 1.47 eV
[144], thus I used artificially this value for both E = 1.55 eV and E = 3.1 eV photon
energies?.

material N (ω)

E = 1.55 eV
ε

(ω)
0

E = 1.55 eV

N (2ω)

E = 3.1 eV
ε

(2ω)
0

E = 3.1 eV

air 1 1 1 1

CoO 2.12 4.49 2.26 + 0.027i 5.12 + 0.12i

Co 2.48 + 4.79i -16.77 +23.75i 1.58 + 2.96i -6.24 + 9.33i

NiO 2.37 + 0.0012i 5.59 + 0.0055i 2.55 + 0.0003i 6.48 + 0.0013i

NiFe (Py) 2.18 + 4.68i -17.13 +20.35i 1.69 + 3.34i -8.32 +11.30i

Cu 0.25 + 5.08i -25.69 + 2.55i 1.18 + 2.21i -3.50 + 5.22i

SiO2 1.74 3.03 1.76 3.11

Si 3.68 + 0.0063i 13.55 + 0.046i 5.56 + 0.29i 30.88 + 3.22i

Fe (also for Fe0.96Si0.04) 2.90 + 3.36i -2.85 +19.50i 2.26 + 2.60i -1.61 +11.74i

Dy0.30Fe0.58Co0.12
? 3.67 + 3.85i -1.35 +28.26i 3.67 + 3.85i -1.35 +28.26i

glass 1.45 2.11 1.47 2.16

Table 8.5: Optical constants of materials used in Chapter 8.



Chapter 9

Conclusion

“. . . Si l’oiseau ne chante pas
c’est mauvais signe
signe que le tableau est mauvais
mais s’il chante c’est bon signe
signe que vous pouvez signer
Alors vous arrachez tout doucement
une des plumes de l’oiseau
et vous écrivez votre nom dans un coin du tableau.”

Jacques PRÉVERT

In this work, I have treated some open problems concerning the investigation and
interpretation of magnetic properties of thin film multilayers by means of Magneto-Optics
(MO). More precisely, the Magneto-Optical Kerr Effect (MOKE) and Magneto-Optical
Second Harmonic Generation (MOSHG) of light. This contribution is of importance for
the investigation of the complex magnetization behaviour in magnetic multilayers and at
interfaces. Thus, my studies can help to understand some important problems related to
magnetic recording or to spin-electronic media.

It is well known that the interface between a ferromagnetic (FM) and a non-ferromagnetic
(non-FM) layer plays a major role in determining the magnetic properties of multilayer
structures. I have introduced here a new technique allowing to separate the MOKE contri-
bution, coming from such interfaces, and from the contribution of the rest of the FM layer.
This technique deals with the experimental dependence of the MOKE, Φ = A + Bt(fm)

with the thickness of the FM layer t(fm). I have shown that, if both real and imaginary
parts of A, B are known, the ratio A/B is directly linked to the MO properties of the
interface alone, independently of the other properties of the multilayer and of the light
characteristics. I applied with success this method to study the Au/Co/Au(111) interfaces.
My theoretical treatment demonstrates that A/B is a pertinent quantity selective only to
interfaces. The comparison of the photon energy dispersion of the experimental A/B ratio
with calculations of all possible MO contributions, allowed us to conclude that the main
MO effect is coming from the modification of the electronic structure at interfaces.

A difficult practical problem is also to separate the magnetic contributions of individ-
ual FM layers in a multilayer structure. For that purpose, I show how we can measure
selectively the MOKE contributions coming only from one FM layer, canceling the con-
tributions from the others. For this purpose, I have introduced a new presentation of the
MOKE as a vector in the complex θε-plane, and showed that the measurement of the
MOKE signal can be understood as the projection of the Kerr vector onto a well defined
projection axis. In the frame of this formalism, I have unified some previously proposed
solutions for separating MOKE from single FM layer in a FM bilayer structure. Further-
more, I have introduced two new techniques, the “Parallel Kerr vectors” and the “Cascade
Numerical Projection”, for separating FM signals issued from all individual FM layers, in
a system composed of several FM layers. I also proposed a simple procedure to determine
the depth of a FM layer associated with a given MOKE signal component, if all FM layers
in the structure provide a square hysteresis loop with different coercive fields. All these
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techniques were successfully tested on a GaMnAs double junction, on (Au/Co)3 and on
the TbFe/Si3N4 structure, i.e. in three potential media for applications to spin-electronics
or magneto-optical recording.

Performing MOKE measurements in ultrathin Co layers deposited on a Au vicinal sur-
face, we discovered an unpredicted MOKE effect. We evidenced it for light propagating
along the film normal and linear with in-plane magnetization, when applying a magnetic
field in the sample plane. We called it Vicinal-Induced Surface MOKE (VISMOKE) and
studied it for the first time. This effect is exhibited by FM layers deposited on a low
symmetry surface (e.g. a vicinal surface), with one mirror symmetry plane. VISMOKE is
found to be a second-order MO effect originating from both magnetic and structural per-
turbations of the FM layer permittivity tensor. VISMOKE has been found to vanish when
magnetization is perpendicular to the mirror plane of symmetry, i.e. when magnetization
is parallel to vicinal steps. VISMOKE was evidenced in a Co layer deposited on a Au(322)
vicinal surface. Furthermore, the existence of a non-magnetic perturbation, responsible of
VISMOKE, has been proved directly through “structural” reflectivity measurements.

There is only few ways allowing to investigate the magnetism of buried interfaces in
multilayer structures. Magneto-Optics on the Second Harmonic Generation (MOSHG)
of ligth seemed to be an elegant method to solve sometimes this problem. However, an
exact theory which was able to predict MOSHG in non-homogeneously magnetized films
was lacking. I propose here an original treatment, based on the radiation of an ensemble
of point dipoles. To treat this problem in a rigourous mathematic fashion, I introduced
the so-called q-space (Sect. 3.1). The presence of a radiating point dipole on an interface
leads to the modification of the boundary conditions. These boundary conditions are
incorporated inside the classical 4× 4 matrix formalism, allowing to introduce the depth
and the spatial distribution of radiating dipoles inside a non-isotropic structure. As a
consequence of the rigorous definition of the q-space, the radiated light intensity is found
to be I ∼ |kzE|2, an important point never pointed out for SHG radiation so far.

Up to now, there was no theory predicting which interface gives the larger MOSHG
contribution in a multilayer structure. Such informations are awaited and I have brought
my own contribution into this complex problem. I used the numeric implementation of
my SHG formalism to study the MOSHG depth sensitivity for interfaces, considering
generalized Fresnel coefficients. It consists of (i) the determination of the electric field
profile of the incident electromagnetic radiation at fundamental frequency through the
structure and (ii) the radiation of point dipoles located at each interface. We compared
these generalized Fresnel coefficients to experimental data obtained on FeSi/DyFeCo and
Co/NiO/NiFe film structures. The magnetic contrast in the pp-MOSHG configuration
is always more sensitive to air/metal or dielectric/metal interfaces than to metal/metal
interfaces. This is due to the fact that, in this configuration, the light radiation is mainly

generated by the E
(ω)
z component of the fundamental electric field, which is very small at

metal/metal interfaces, as due to large values of the metal permittivities. On the other

hand, ps and sp-MOSHG configurations are found to be mainly induced by the E
(ω)
x ,

E
(ω)
y fields. Since these last profiles are nearly constant over the multilayer structure, the

magnetic contrast becomes quite similar for all interfaces in the multilayer structure. The
radiation emited by point dipoles into the air is found to be nearly not dependent on their
in-depth position in the ultrathin structures.

Some parts of the present work has been already submited or even published [57, 97,
125, 131].



Appendix A

Definitions and conventions

The aim of this Appendix is to summarize the main definitions and conventions which are
widely used all over this document.

Time convention: I use a complex representation for all time-alternating variables, to
describe their time and spatial evolutions (for detail see Section 2.1). For example, if
E(ω) is the electric field vector in the complex representation, then <(E(ω) exp[−iωt])
is real and measurable at a given time t. The sign in the exponent is just a matter
of convention and here the time convention exp[−iωt] is used.

If this sign is changed, all complex variables become complex conjugate.

Using time convention, the refractive index writes N (ω) = n(ω) + ik(ω) with n(ω) > 0,

k(ω) > 0. The diagonal permittivity in an isotropic media ε
(ω)
0 obeys to =[ε

(ω)
0 ] =

=[(N (ω))2] = 2n(ω)k(ω) ≥ 0.

Axis referentials: Throughout this manuscript I use the following Cartesian referentials,
presented on Figure A.1:

• Cartesian referential for the sample (x̂, ŷ, ẑ): The z-direction is the normal
to the film surface; it is oriented towards the film structure. The plane of
incident/reflected/radiated light is reported as the yz-plane. In another words,
the x-component of the wavevector k(ω) (or of its reduced counterpart N (ω))

is always zero, k
(ω)
x = 0.

• Cartesian referential for the incident light (ŝ+, p̂+, k̂+): The incident light can
be linearly polarized in the plane of incidence (p) or perpendicular to it (s).
Thus ŝ+-direction is oriented along x̂. k̂+ is the wavevector direction, i.e. the
direction of light propagation. The p̂+-direction is defined so that the Cartesian
referential ŝ+p̂+k̂+ is right-handed.

Note that superscript “+” tells that the light is propagating in the z-direction,

i.e. <(k
(ω)
z ) > 0.

• Cartesian referential for reflected or radiated light (ŝ−, p̂−, k̂−): The definition
is the same as for the incident light.

Sign of MOKE: The Kerr rotation θ is positive if θ rotates clockwise, when looking at
the reflected light beam. The Kerr ellipticity ε is positive if E rotates clock-wise
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ŷ

ẑ

x̂

k̂+

p̂+

ŝ+

p̂−
k̂−

ŝ−

Figure A.1: Definition of the Cartesian referentials for the sample (x̂, ŷ, ẑ) and the incidence (ŝ+, p̂+, k̂+)
and the reflected (or radiated) (ŝ−, p̂−, k̂−) light referentials.
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Figure A.2: Designation of layers and interfaces. The superstrate is denoted by 0 and the first interface
by 1.

when looking at the reflected light beam [Section 2.2(i)]. Taking into account time
and axis sign conventions, this leads to [Section 2.2(ii), Eq. (2.13)]

Φs = θs + iεs = −rps
rss

Φp = θp + iεp =
rsp
rpp

, (A.1)

where rss, rps, rsp and rpp reflection coefficients refer to s and p incident and reflected
light polarizations [Eq. (2.10)]. Φs, (Φp) is called s, (p)-MOKE.

Layers and interfaces in the multilayer structure: The labelling of the layers and
interfaces in the multilayer structure is reported in Figure A.2. The superstrate is
denoted by 0, the first interface by 1. In this work, superstrate denotes the medium,
from which the incident light is coming. Thus, when an incident light falls on the
sample from a glass side, the superstrate is the glass.
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Convention for Fourier transformation: The Fourier transformation writes:

F (k(ω)
x ) = ku0

∫
dx exp[−ik(ω)

x x]f(x) (A.2)

and for its inversion

f(x) =
1

2πku0

∫
dk(ω)

x exp[ik(ω)
x x]F (k(ω)

x ), (A.3)

where ku0 is a unity factor (in units m−1) equalizing the units of f(x) and F (k
(ω)
x ).

For numerical calculations, we use ku0 = ω/c, ω being the light frequency and c the
light velocity in vacuum.

Thus, the Dirac δ-function δ(x− x0) function can be expressed as

1

ku0
δ(x− x0) =

1

2πku0

∫
dk(ω)

x exp[ik(ω)
x (x− x0)]. (A.4)

and δ(k
(ω)
x − k(ω)

x0 ) as

ku0 δ(k
(ω)
x − k(ω)

x0 ) =
ku0
2π

∫
dx exp[−i(k(ω)

x − k(ω)
x0 )x]. (A.5)





Appendix B

Jones formalism

The Jones formalism [18, 19] describes the variation of the light polarization after trans-
mission or reflection on various optical components, e.g. a polarizer, a compensator, phase
plate etc. In this work I limit myself to the Jones formalism, written in the linear (s and
p) basis [Eq. (2.9)]

J (ω) =

[
E(ω)
s

E(ω)
p

]
, (B.1)

where J (ω) is the Jones vector and E (ω)
s , E(ω)

p are the modal amplitudes of the s and p

polarized light. In this linear (s, p) basis, the response of some optical elements used is
this work are summarized in Table B.1.

optical element principal axis ‖ ŝ response at general orientation α

light from
s-polarizer

J in

[
1
0

] [
cosα
sinα

]

sample R

[
rss rsp
rps rpp

]
—

Babinet-Soleil
compensator

C

[
eiδ/2 0

0 e−iδ/2

] [
cos δ + i sin δ cos 2α i sin δ sin 2α

i sin δ sin 2α cos δ + i sin δ cos 2α

]

photoelastic
modulator

M

[
eiζ/2 0

0 e−iζ/2

]

where ζ = ζ0 sin 2πft

[
cos ζ + i sin ζ cos 2α i sin ζ sin 2α

i sin ζ sin 2α cos ζ + i sin ζ cos 2α

]
,

where ζ = ζ0 sin 2πft

analyzer in
s direction

A(0◦)

[
1 0
0 0

] [
cos2 α cosα sinα

cosα sinα sin2 α

]

analyzer
at 45◦

A(45◦) 1
2

[
1 1
1 1

]
1
2

[
1− sin 2α cos 2α

cos 2α 1 + sin 2α

]

Table B.1: Responses of some optical elements expressed in the Jones formalism. The principal axes of
the elements are either parallel to the s-axis, or in a general orientation α from the s axis. The quantities
ζ, f stand for the amplitude and modulation frequency of the photoelastic modulator, respectively.
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Appendix C

Mathematical properties of the
q-space

This Appendix shortly presents some useful mathematical properties of the q-space (de-
fined in Section 3.1), in which the electric field inside multilayers is described. The main
results of this Appendix are:

(i) the discontinuity of the electric field in the q-space along the z-direction appears
only when there is a discontinuity of the electric field in the r-space along the same
z-direction.

(ii) The discontinuity in the q-space along the z-direction is not achieved in the pres-
ence of

– r-space discontinuities in the x or y direction
– singularities of the Dirac δ-function or of its derivatives in any direction.

These statements are fundamental to derive the modification of boundary conditions in
the presence of a radiating point dipole (Appendix D.3).

The q-space is defined by Equation (3.4)

E(r) =
1

(2π)2

1

(ku0 )2

∫∫
d2q Eq,ν,Σ,Σ exp[i q · ρ], (C.1)

where E(r) stands for the electric field in r-space and Eν,Σ,Σ is the electric field in the
q-space. The later one can be decomposed into four modal amplitudes, i.e. Eν,Σ,Σ =∑

Π=1,2

∑
d=± Eν,p,d, where ν, Π, d denote layer number, the polarization state and the

propagation direction, respectively.
Three examples of conversions between r- and q-space are presented below. We mainly

treat discontinuities, singularities and their derivatives. This corresponds to the analysis
of a point dipole radiation, for which the sources can be described by Dirac δ-functions
(see Section D.2).

Monochromatic plane wave: The electric field of a monochromatic wave plane with
the wavevector k0 = [kx0, ky0, kz0], in the direct space, expresses as E(r) = E0 exp[ikx0x+
iky0y + ikz0z]. Inserting this expression into Eq. (C.1), we deduce:

(i) If kz0 > 0, i.e., kz,ν,p,+ ≡ kz0, the modal vector amplitudes in the q-space are equal
to Eν,Σ,+ = E0δ(q − q0)(2πku0 )2 exp[ikz0zν ] and Eν,Σ,− = 0.
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(ii) If kz0 < 0, i.e., kz,ν,p,− ≡ kz0, the modal vector amplitudes are equal to Eν,Σ,− =
E0δ(q− q0)(2πku0 )2 exp[ikz0zν ] and Eν,Σ,+ = 0. In both expressions, q0 = [kx0, ky0].

Electric field in the presence of discontinuities or singularities along the x-
direction: The field distribution which contains a discontinuity or singularities of the
Dirac δ-function type, and its derivatives with respect to x-direction, can be written as

E(x, y, zν) = ∆Eϑ(x− x0) +Eδ
1

ku0
δ(x− x0) +E∂δ

1

(ku0 )2

∂

∂x
δ(x− x0) + · · · , (C.2)

where ϑ(x − x0) is the Heaviside step-function with an unit step located at x = x0.
Consequently, the modal vector amplitudes in the q-space are

Eν,Σ,Σ = 2πku0 δ(ky) exp[−ikxx0]

(
ku0
ikx

∆E +Eδ +
ikx
ku0
E∂δ + · · ·

)
, (C.3)

as follows from Eq. (C.1) and the properties of the Fourier transform (Appendix A). This
case can be straightforwardly generalized to the case where discontinuities and singularities
are present everywhere, or in the y direction.

Some remark can be done on Equation (C.3):
(i) For every value of z, the field distributions which contain discontinuities or singu-

larities in the x and y dimensions, such as these given by Eq.( C.2), are expressed
by a continuous function in the corresponding q-space.

(ii) The dependence of the electric field in both k and q-spaces, E(r) and Eν,Σ,Σ, on z
is given by the dependence of ∆E, Eδ, E∂δ, etc., on z.

Thus, the discontinuities or singularities in the z-dimension are conserved during the
transformation between the r-space and q-space, and thus need to be treated separately,
as discussed below.

Electric field with a discontinuity or singularity along the z-direction: The field
distribution containing a discontinuity or a singularity located at the position of the ν-th
interface, i.e., at z = zν , can be written as

E(ρ, z) = {E(ρ, z)}+ ∆E ϑ(z − zν) +Eδ
1

ku0
δ(z − zν), (C.4)

where {E(ρ, z)} denotes the regular smooth part of the function and ρ ≡ [x, y]. ∆E
and Eδ represent the magnitudes of the discontinuity and singularity, respectively.

If the discontinuity and singularity are constant with respect to x and y co-ordinates,
Eq. (C.4) can be transformed into the q-space as

Eν,Σ,Σ = {Eν,Σ,Σ}+ ∆E (2πku0 )2 ϑ(z − zν) δ(q) +Eδ (2π)2ku0 δ(z − zν) δ(q). (C.5)

If the discontinuity/singularity is not constant with respect to x and y, the result is
formally the same as in Eq. (C.5), but δ(q) is modified accordingly to the variation of the
field in the x and y directions. Thus, the discontinuity, or singularity, is conserved when
transforming the electric field from the r to the q-space.

Comparing equations (C.4) and (C.5), one finds a discontinuity of the field in the
vicinity of the z = zν plane

E(ρ, zν + ε)−E(ρ, zν − ε) = ∆E. (C.6)
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where ε→ 0. The Eq. (C.6) is transformed into the q-space as

Eν+ε,Σ,Σ − Eν−ε,Σ,Σ = (2πku0 )2∆E δ(q), (C.7)

where Eν±ε,Σ,Σ denotes the modal vector amplitude expressed in the q-space, located
at z = zν ± ε. This equation implies that the discontinuity of the field distribution
across z = zν is maintained also in the q-space, and such a discontinuity is not affected
by the presence of a singularity in the z dimension located at z = zν in the direct space.

Conclusion of Appendix C:
(i) discontinuities or singularities of the field distribution in the x and y direction in

the r-space do not modify the boundary conditions expressed in the q-space.
(ii) the boundary conditions in the q-space are not affected by the presence of a singu-

larity of Dirac δ-function type or its derivatives in the z direction, but only by the
presence of a field discontinuity in the z-direction of the r-space.

These properties will be useful in the next Appendix D, where the boundary conditions
in the presence of a radiating point dipole are derived.





Appendix D

Modification of the boundary
conditions in the presence of
a radiating point dipole

This Appendix presents the modification of boundary conditions in the presence of a ra-
diating point dipole located at the ν-th interface, inside an ultrathin sheet. It is first
expressed in the r-space and subsequently in the q-space (defined in the Section 3.1).

The correct treatment of boundary conditions for the SHG field was recently proposed
by Atkinson and Kubarev [129], but expressed only in the r-space. In their work, the
radiation source is a thin sheet with polarization P (2ω), and they exclude sources, i.e.
j(2ω) = 0, ρ(2ω) = 0. Here I solve this problem from a different point of view. I consider
material equations in the D(2ω) = ε0ε

(2ω)E(2ω) form (even at the position of the dipole),
but non-zero sources j(2ω) and ρ(2ω). Because both approches describe the same situation,
the final results in both approaches in the r-space must be identical. However, my SHG
description by a radiating point dipole allows to calculate the radiated SHG field from a
system with lateral non-uniform distributions of radiating dipoles [131]. Furthermore, it
allows to understand better the transfer between the fundamental (ω) and the radiated
SHG field (2ω), since a point dipole scheme is more easy-to-imagine.

D.1 Maxwell equations

Maxwell equations in the direct r-space, with fieldsE(2ω), D(2ω), H(2ω), B(2ω) and sources
j(2ω) and ρ(2ω) oscilating at frequency 2ω, write

∇ ·D(2ω) = ρ(2ω) (a) ∇×E(2ω) = i2ωB(2ω) (b)

∇ ·B(2ω) = 0 (c) ∇×H(2ω) = j(2ω) − i2ωD(2ω) (d).
(D.1)

The material equations are
D(2ω) = ε0ε

(2ω)E(2ω)

B(2ω) = µ0H
(2ω),

(D.2)

where ε0 and µ0 are the vacuum permeability and permittivity, respectively, and ε(2ω)

is a complex permittivity tensor. The medium is assumed to be magnetically non-active
(Section 2.3.2), and thus B(2ω) = µ0H

(2ω).
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D.2 Definition of the source of SHG field

As already discussed, the SHG field is assumed to be generated by a point electric dipole

of complex moment µ
(2ω)
ν oscillating at frequency 2ω located at a position rν = [xν , yν , zν ],

on the ν-th interface. Thus the electric dipoles density µ(r, t) writes

µ(r, t) = µ(2ω)
ν δ(r − rν) exp[−i2ωt]. (D.3)

In this equation, the complex moment µ
(2ω)
ν of the dipole is given by the equation µ

(2ω)
ν =

χ⊗E(ω)
ν E

(ω)
ν [Eq. (7.2)], where the field at ω for the ν-th interface E

(ω)
ν is calculated from

Eq. (3.32).

In Maxwell’s equations (D.1), the surface current density j(2ω) and the charge den-
sity ρ(2ω) act as sources of electromagnetic field. The current density is obtained by the
time-derivative of the electric dipole density, so that [19, 17]

j(r, t) =
∂µ(r, t)

∂t
= j(2ω) exp[−i2ωt] (D.4)

where

j(2ω) = −i2ωµ(2ω)
ν δ(r − rν). (D.5)

With regard to the charge density ρ(2ω), we consired first a non-oscillating point dipole
parallel to the z-axis. Such a dipole consists of a positive Q and a negative −Q point
charge, located at z = zν − ε and z = zν + ε, ε → 0, respectively. The charge density
corresponding to such a charge distribution can be formally expressed as

ρ = Qδ(x− xν) δ(y − yν) lim
ε→0

[δ(z − (zν − ε))− δ(z − (zν + ε))] . (D.6)

Since the dipole moment is µz = 2Qε, a simple modification of Eq. (D.6) leads to the
expression

ρ = −µz δ(x− xν) δ(y − yν)
∂

∂z
δ(z − zν). (D.7)

Considering now an oscillating point dipole with any orientation. Then, the above charge
density expression can be generalised as

ρ(r, t) = ρ(2ω) exp[−i2ωt], (D.8)

where

ρ(2ω) = −µ(2ω)
ν · ∇δ(r − rν). (D.9)

In this equation, ∇δ denotes the gradient of the δ-function.

D.3 Boundary conditions in the presense of a point dipole

In this Section, we analyse the influence of an oscillating dipole on the normal and transver-
sal components of the field vectors. A previous treatment reported in ref. [129] cannot
be used directly here since the authors consider an homogeneous and infinitesimally thin
polarisation sheet rather than a point dipole. Nevertheless, their formalism can be advan-
tageously applied in our analysis. Then the r-space expressions will be transformed into
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the q-space in a manner that they can be afterward directly incorporated into the matrix
formalism describing the propagation of light in the multilayer structure.

Recall (Section 7.3) that the electric point dipole of moment µ
(2ω)
ν is assumed to be

placed inside ultrathin sheet, which is located at the ν-th interface (Figure 7.2). Although
this sheet is later assumed to be vacuum one, in this Appendix, I consider that the sheet

has a general permittivity ε
(2ω)
ν .

In the following, I add an overbar above all variables, which are related to the elec-

tromagnetic waves inside the ultrathin sheet, e.g. ε
(2ω)
ν , N

(2ω)
ν , ê

(2ω)
ν,s/p,±, E, E, etc. to

distinguish between the variables inside the ultrathin sheet located at the ν-th interface
and those inside ν-th layer.

Let us consider a function f which contains discontinuities and singularities of the
Dirac δ-function type or its derivatives at places denoted by xi,ν ,

f = {f}+ ∆fϑ(xi − xi,ν) + fδ
1

ku0
δ(xi − xi,ν) + f∂δ

1

(ku0 )2

∂

∂xi
δ(xi − xi,ν) + . . . (D.10)

Then, the first derivative of such a function can be written as [35, 129]

∂f

∂xi
=

{
∂f

∂xi

}
+[f(xi,ν+ε)− f(xi,ν−ε)] δ(xi−xi,ν)+fδ

∂

∂xi
δ(xi−xi,ν)+f∂δ

∂2

∂x2
i

δ(xi−xi,ν)+· · · ,
(D.11)

where {∂f/∂xi} denotes the derivative of the function almost everywhere and f(xi,ν±ε)
denotes the value of f at xi = xi,ν ± ε, ε→ 0. In the context of the following analysis, the
function f can be any of the components of the field vectors. Equation (D.11) has an im-
portant implication: Since the sources of the SHG field in the Maxwell equations (D.1)
contain singularities of the Dirac δ-function type and its derivatives [Eqs. (D.5) and (D.9)],
the field vectors must contain discontinuities as well as singularities of the same type.

Boundary conditions for D. Considering the expression (D.9) for the charge density,
the Maxwell equation (D.1a) can be rewritten as

∇ ·D = {∇ ·D}+ (Dz,ν+ε −Dz,ν−ε) δ(z − zν) +Dz,δ
1

(ku0 )

∂

∂z
δ(z − zν) + · · ·

= −µ(2ω)
ν · ∇δ(r − rν).

(D.12)

where non-expressed terms contain:
(i) discontuities and singularities of the Dirac δ-function type, and its x and y derivates,

at the point dipole position
(ii) higher derivative order, ∂n/∂zδ(z − zν).

In Eq. (D.12), the terms containing discontinuities and singularities of the Dirac δ-
function type in the x and y direction were omitted since they do not contribute to the
boundary conditions, as already discussed in Section C. Comparing the terms at the same
derivative order in δ(z− zν), the boundary conditions for the D vector in the r-space can
be written as

{∇ ·D} = 0,

Dz,ν+ε −Dz,ν−ε = −µ(2ω)
x,ν δ(y − yν)

∂δ(x− xν)

∂x
− µ(2ω)

y,ν δ(x− xν)
∂δ(y − yν)

∂y
,

Dz,δ = −µ(2ω)
z,ν k

u
0 δ(x− xν)δ(y − yν).

(D.13)
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The first equation implies the continuity of the normal component of the D vector ev-
erywhere except at the location of the point dipole [19, 17]. This is equivalent to the
well-known boundary condition for a medium containing no free charges. The influence of
the point dipole is described by the second and third equations. In particular, the discon-
tinuity of the z-component of the D field at the point dipole location is determined by the
right-hand side of the second equation. Furthermore, the z-component of the D vector
contains a singularity which is expressed by the right-hand side of the third equation.

The form of the boundary conditions (D.13) in the r-space is not very convenient for
further mathematical treatment, due to the presence of the δ-function and its derivative.
On the other hand, the boundary conditions can be elegantly expressed in the q-space.
In particular, using the properties of the q-space discussed in Section C [see Eqs. (C.2)
(C.3)], the second equation in Eq. (D.13) can be written as

∆Dz,ν,Σ,Σ ≡ Dz,ν+ε,Σ,Σ −Dz,ν−ε,Σ,Σ = (−iµ(2ω)
x,ν kx − iµ(2ω)

y,ν ky) (ku0 )2 exp[−iq · ρν ], (D.14)

where ρν = [xν , yν ]. This equation provides an explicit expression of the magnitude for
the discontinuity of the z-component of the vector Dν,Σ,Σ.

The third equation in Eq. (D.13) implies that, in addition to the discontinuity at z = zν ,
the z-component of the D vector contains also a singularity that can be written as

Dδ = −µ(2ω)
z,ν δ(r − rν) ẑ. (D.15)

However, as mentioned in the discussion after Eq. (C.7), such a singularity does not affect
the boundary condition (D.14). On the other hand, this singularity affects the boundary
conditions for the E and H fields, as it is shown below.

Boundary conditions for B. The boundary condition for the B vector can be derived
from the Maxwell equation (D.1c) using an equivalent procedure as for the D vector. In
the r-space, the condition can be written as

Bz,ν+ε −Bz,ν−ε = 0. (D.16)

In the q-space, the boundary condition becomes

∆Bz,ν,Σ,Σ ≡ Bz,ν+ε,Σ,Σ − Bz,ν−ε,Σ,Σ = 0. (D.17)

This expression means that the z-component of the vector B is continuous around the
position of the point dipole.

Boundary conditions for H. The boundary conditions for the field vector H can be
derived from the Maxwell equation (D.1d), where the curent density is given by Eq. (D.5).
Assuming that the field distribution contains discontinuities and singularities of the Dirac δ-
function type and its derivatives, the left-hand side of Eq. (D.1d) can be written as

∇×H = {∇ ×H}+



δ(x− xν)

δ(y − yν)

δ(z − zν)


× (Hν+ε +Hν−ε) + · · · , (D.18)

where the non-expressed terms are both derivatives of δ-function in the x and y directions
and for higher order of derivatives of the δ(z − zν) function in the z direction.
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In this equation, the terms containing the discontinuities and singularities of the
Dirac δ-function type in x and y dimensions were omitted since they do not contribute to
the boundary conditions, as already discussed in Section C.

In the evaluation of the right-hand side of Eq. (D.1d), the singularity of the z-component
of the vectorD [Eq. (D.15)] has to be considered. Comparing the terms at the same deriva-
tive order in δ(z − zν), the boundary conditions for the vector H in the r-space can be
written as

{∇ ×H} = −i2ω{D},

Hx,ν+ε −Hx,ν−ε = −isωµ(2ω)
y,ν δ(x− xν)δ(y − yν),

Hy,ν+ε −Hy,ν−ε = i2ωµ(2ω)
x,ν δ(x− xν)δ(y − yν).

(D.19)

Again, the first equation implies the continuity of the tangential components of the vec-
tor H everywhere except at the location of the point dipole. The influence of the point
dipole is described by the second and third equations. In particular, the discontinuities
of the x and y components of the field H at the point dipole location are determined by
the right-hand sides of the second and third equations, respectively. Since the right-hand
side of Eq. (D.1d) does not contain any terms proportional to ∂nδ(z − zν)/∂zn, where
n = 1, 2, . . . , the field vector H has no singularities of the Dirac δ-function type or its
derivatives at the position of the oscillating point dipole.

When the boundary conditions (D.19) are expressed in the q-space, the following
equations are found:

∆Hx,ν,Σ,Σ ≡ Hx,ν+ε,Σ,Σ −Hx,ν−ε,Σ,Σ = −i2ωµ(2ω)
y,ν (ku0 )2 exp[−iq · ρν ],

∆Hy,ν,Σ,Σ ≡ Hy,ν+ε,Σ,Σ −Hy,ν−ε,Σ,Σ = i2ωµ
(2ω)
x,ν (ku0 )2 exp[−iq · ρν ].

(D.20)

providing explicit expressions for the magnitudes of the discontinuities of the x and y
components of the Hν,Σ,Σ vector.

Boundary conditions for E. The boundary conditions for the vector E can be derived
from the Maxwell equation (D.1b). However, before the equations are explicitely written,
the following comments need to be done. The medium surrounding the dipole is treated

at a macroscopic level, i.e., described by the dielectric permittivity ε
(ω)
ν and the magnetic

permeability µ0. This means that the relations between the pairs of the electric and mag-

netic fields and inductions can be written as D = ε0ε
(2ω)
ν E and B = µ0H, respectively.

These equations are valid everywhere, i.e., even at the location of the point dipole. The
former relation implies that the vector E contains a singularity, which is related to the

singularity D∂δ of the vector D [see Eq. (D.15)] by E∂δ = D∂δ/(ε0ε
(2ω)
ν ). The latter

equation implies again, as for the vector H, that the vector B contains no singularities at
the dipole position.

When the above expressions are substituted into the Maxwell equation (D.1b), the
comparison of the terms with the same derivative order in δ(z− zν) leads to the following
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set of equations:

{∇ ×E} = i2ω{B},

Ex,ν+ε − Ex,ν−ε = − 1

ε0ε
(2ω)
ν

µ(2ω)
z,ν δ(x− xν)

∂

∂y
δ(y − yν),

Ey,ν+ε −Ey,ν−ε = − 1

ε0ε
(2ω)
ν

µ(2ω)
z,ν δ(y − yν)

∂

∂x
δ(x− xν).

(D.21)

To obtain these expressions, the identity ∇× δ(r − rν)ẑ = [ ∂∂y δ(r − rν),− ∂
∂xδ(r − rν), 0]

was used. Furthermore, again the terms containing the discontinuities and singularities
of the Dirac δ-function type along the x and y directions were omitted since they do not
contribute to the boundary conditions, as discussed in Section C.

The first equation in (D.21) implies the continuity of the tangential components of the
vector E everywhere except in the location of the point dipole, being equivalent to the
well-known boundary condition. The discontinuities of the x and y components of the
field E at the location of the point dipole are determined by the right-hand sides of the
second and third equations, respectively.

When the boundary conditions (D.21) are expressed in the q-space, the following
equations are found:

∆Ex,ν,Σ,Σ ≡ Ex,ν+ε,Σ,Σ − Ex,ν−ε,Σ,Σ = −ikx
(ku0 )2

ε0ε
(2ω)
ν

µ(2ω)
z,ν exp[−iq · ρν ],

∆Ey,ν,Σ,Σ ≡ Ey,ν+ε,Σ,Σ − Ey,ν−ε,Σ,Σ = −iky
(ku0 )2

ε0ε
(2ω)
ν

µ(2ω)
z,ν exp[−iq · ρν ].

(D.22)

These equations provide explicit expressions for the magnitudes of the discontinuities of
the x and y components of the Eν,Σ,Σ vector.

D.4 Matrix representation of the boundary conditions in
the q-space

As mentioned earlier, the usual material equations D = ε0ε
(2ω)
ν E and B = µ0H are valid

everywhere in the medium characterised by the macroscopic permittivity ε
(2ω)
ν . Using

Eq. (D.22) and the Maxwell equation (D.1b), one derives a relation between the modal
vector amplitudes Eν,Σ,d andHν,Σ,d in the form N ν,p,d×Eν,Σ,d = η0Hν,Σ,d, assuming inde-
pendence of N ν,p,d on polarization, i.e. N ν,p,d = Nν,1,d = N ν,2,d. Using these equations,
the boundary conditions for the field vectors E and H expressed in the q-space can be
written in a compact matrix form [Eqs. (D.14)(D.17)(D.20)(D.22)]




∆Ex,ν,Σ,Σ
η0∆Hy,ν,Σ,Σ
η0∆Hz,ν,Σ,Σ
η0∆Hx,ν,Σ,Σ

∆Ey,ν,Σ,Σ
∆Ez,ν,Σ,Σ




=




1 1 0 0 0 0

N
(2ω)
z,ν,+ N

(2ω)
z,ν,− 0 0 −N (2ω)

x −N (2ω)
x

−N (2ω)
y −N (2ω)

y N
(2ω)
x N

(2ω)
x 0 0

0 0 −N (2ω)
z,ν,+ −N

(2ω)
z,ν,− N

(2ω)
y N

(2ω)
y

0 0 1 1 0 0

0 0 0 0 1 1







∆Ex,ν,Σ,+
∆Ex,ν,Σ,−
∆Ey,ν,Σ,+
∆Ey,ν,Σ,−
∆Ez,ν,Σ,+
∆Ez,ν,Σ,−




=
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=
−ik(2ω)

0 (ku0 )2

ε
(2ω)
ν ε0

exp[−iq · ρν ]




N
(2ω)
x µ

(2ω)
z,ν

−µ(2ω)
x,ν ε

(2ω)
ν

0

µ
(2ω)
y,ν ε

(2ω)
ν

N
(2ω)
y µ

(2ω)
z,ν

N
(2ω)
x µ

(2ω)
x,ν +N

(2ω)
y µ

(2ω)
y,ν




, (D.23)

where ∆Ex,ν,Σ,± ≡ Ex,ν+ε,Σ,± − Ex,ν−ε,Σ,± and similarly for the y and z components.
Eq. (D.23) provides an important result: it shows explicitly the relation between the
discontinuities of the modal vector amplitudes at the location of the point dipole, i.e.,

at z = zν , and the strength of the point dipole µ
(2ω)
ν .

The 6 × 6 matrix in (D.23) is singular and thus the equation cannot be solved in
the present form. This agrees with the fact that the x, y and z components of the
vectors Eν,Σ,±, and thus of ∆Eν,Σ,±, are not independent of each other. In particular, if we

consider the s and p polarised modes with the corresponding magnitudes E (2ω)
ν,s,± and E(2ω)

ν,p,±,

and assume that the x component of the normalised wave vector N
(2ω)
ν,± is equal to zero,

then the y and z components of the modal vector amplitudes Eν,p,± are not independent.

They are related by E (2ω)
y,ν,p,± = (N

(2ω)
z,ν,±/N

(2ω)
ν )E(2ω)

ν,p,± and E(2ω)
z,ν,p,± = −(N

(2ω)
y,ν /N

(2ω)
ν )E(2ω)

ν,p,±,
as follows from Eqs. (3.8)(3.19). Considering these last relations, and removing all the
linearly dependent columns and rows of the 6× 6 matrix, Eq. (D.23) become




∆Ex,ν,Σ,Σ
η0∆Hy,ν,Σ,Σ

∆Ey,ν,Σ,Σ
η0∆Hx,ν,Σ,Σ




=




1 1 0 0

N
(2ω)
z,ν,+ N

(2ω)
z,ν,− 0 0

0 0 N
(2ω)
z,ν,+/N

(2ω)
ν N

(2ω)
z,ν,−/N

(2ω)
ν

0 0 −N (2ω)
ν −N (2ω)

ν







∆Eν,s,+
∆Eν,s,−
∆Eν,p,+
∆Eν,p,−




=
−ik(2ω)

0 (ku0 )2

ε
(2ω)
ν ε0

exp[−iq · ρν ]




0

−ε(2ω)
ν µ

(2ω)
x,ν

ε
(2ω)
ν µ

(2ω)
y,ν

N
(2ω)
y µ

(2ω)
z,ν



.

(D.24)
Notice that the matrix binding the incoming and outcoming vectors is well-know as the

dynamic D
(2ω)
ν matrix [defined by Eq. (3.14], because it connects the proper modes am-

plitudes and tangential components of electric and magnetic fields.
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Since the 4× 4 matrix is regular, the equation (D.24) can be solved

∆A
(2ω)
ν ≡




∆Eµν,s,+
∆Eµν,s,−
∆Eµν,p,+
∆Eµν,p,−




=
−ik(2ω)

0 (ku0 )2

2ε
(2ω)
ν ε0

exp[−iq·ρν ]




− ε
(2ω)
ν

N
(2ω)
z,ν

µ
(2ω)
x,ν

ε
(2ω)
ν

N
(2ω)
z,ν

µ
(2ω)
x,ν

−N (2ω)
ν µ

(2ω)
y,ν +N

(2ω)
ν

N
(2ω)
y

N
(2ω)
z,ν

µ
(2ω)
z,ν

−N (2ω)
ν µ

(2ω)
y,ν −N (2ω)

ν
N

(2ω)
y

N
(2ω)
z,ν

µ
(2ω)
z,ν




.

(D.25)
Considering again Eq. (3.19)(3.20), the expression (D.25) can be rewritten in a more
compact and general form:

∆A
(2ω)
ν = [∆Eµν,s,+,∆E

µ
ν,s,−,∆E

µ
ν,p,+,∆E

µ
ν,p,−], (D.26)

where

∆Eµν,s,± =
i(ku0 )2

2ε0

k
(2ω)
0

±N (2ω)
z,ν

(µ(2ω)
ν · ê(2ω)

ν,s,±) exp[−iq · ρν ],

∆Eµν,p,± =
i(ku0 )2

2ε0

k
(2ω)
0

±N (2ω)
z,ν

(µ(2ω)
ν · ê(2ω)

ν,p,±) exp[−iq · ρν ],

(D.27)

where superscript µ recalls that the discontinuity is caused by a point dipole.
This is the final result of this Appendix. It provides explicit formulae for the magnitude

of the discontinuities of the s and p polarised modes at the position of the point dipole,
i.e., on the plane z = zν , expressed in the q-space. This result is used in Section 7.3 to
introduce dipole radiation into a 4× 4 matrix formalism describing the propagation of the
radiated light across the multilayer system.

Note, that right side of Eq. (D.24) contains the expressions of the discontinuities of
tangential components of electric and magnetic fields. Thus, this result can be used if one
wishes to incorporate steps in tangential components of electric and magnetic field into
the matrix formalism.



Appendix E

Point dipole radiation in the
k-space

In this Appendix, I derive the radiation of a point dipole by an alternative approach than
in the previous Appendix D. Here, I will found a solution for a point dipole radiation in
the k-space in order to show, that this space is not adapted for it.

E.1 Radiation sources

As in Appendix D [Eq. (D.5)], the radiation source is assumed to be an oscillating point

dipole of complex moment µ
(2ω)
ν , located at position rν . Then the electric dipole den-

sity is µ(r, t) = µ
(2ω)
ν exp[−i2ωt]δ(r − rν). Thus, the current density j(r, t) writes

[Eqs. (D.4)(D.5)]

j(r, t) = −i2ωµ(2ω)
ν δ(r − rν) exp[−i2ωt]. (E.1)

Transferring this current density into the k-space, we arrive [Eqs. (3.2)(A.2)]

J k = −i2ω(ku0 )3µ(2ω)
ν exp[−ik · rν ] exp[−i2ωt]. (E.2)

E.2 Point dipole radiation in k-space

Transferring Maxwell equations [Eq. (D.1)] to the k-space, we get the well-know relations
[17]

ik ·Dk = ρk (a) ik × Ek = i2ωBk (b)

ik ·Bk = 0 (c) ik ×Hk = J k − i2ωDk, (d)
(E.3)

where ρk denotes the charge density expressed in the k-space.

Substituting Eq. (E.2) into the Maxwell equation (E.3d), and taking into account that
2ωµ0Hk = k × Ek [Maxwell equation. (E.3b)] and Dk = ε(2ω)ε0Ek, we arrive to

i

2ωµ0
k × (k × Ek) = −i2ωε(2ω)ε0Ek − i2ωµν(ku0 )3µ(2ω)

ν exp[−ik · rν ]. (E.4)

The form of this equation suggests that the electric field Ek is located in the plane which

contains µ
(2ω)
ν and is perpendicular to k, because k × (k × Ek) is always perpendicular
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to k. Thus, electric field can be written as

Ek = τ [µν + ς k × (k × µ)] , (E.5)

where τ and ς are, for moment, some unknown constants. Substituting Eq. (E.5) to
Eq. (E.4), these constants are found to be

ς =
1

k · k − (k(2ω))2

τ = − (ku0 )3

ε(2ω)ε0
exp[−ik · rν ]

(E.6)

and we arrive to the k-space expression of the electric field Ek created by an oscillating
point dipole

Ek = − (ku0 )3

ε(2ω)ε0

[
µν +

k × (k × µ(2ω)
ν )

k · k − (k(2ω))2

]
exp[−ik · rν ], (E.7)

where k(2ω) = 2ω
√
ε(2ω)ε0µ0, which is the length of the wavevector in the material, where

the electric point dipole oscillates at the 2ω frequency. Recall that the k-space is not a
monochromatic space and thus k denotes all possible wavevectors. Thus, the Eq. (E.7) is
diverging for

√
k · k = k(2ω). It means that modes having k-vector corresponding to that

of the radiated light have infinite value of Ek. This corresponds to the well-known fact,
that a dipole radiates light at its oscillatory frequency. This divergence explains why the
k-space is not a convenient space to describe the point dipole radiation and why I have
introduced the q-space to overcome this problem. Physically, this divergence has similar
meaning as the Dirac δ-function specifying which light modes radiate.



List of variables

In general

in bold (e.g. E) vector

in caligraphic letters (e.g. E, H) variable in q-space

sans serif bold (e.g. L) tensor or matrix

with hat (e.g. x̂, ê) (i) unitary vector or (ii) (only in Sec. 2.3) quan-
tum operator

with an overbar (e.g. N , ê) or with
subscript “vac”

related to the variables inside the ultrathin vac-
uum sheet located at the interface (Sec. 3.2.5,
Sec. 7.3, App. D)

subscripted by ν inside the ν-th layer in the vicinity of the ν-th
interface (Fig. 3.2)

subscripted by ν ± ε at the position zν ± ε, ε → 0, i.e. just
above/under the ν-th interface (Sec. 7.3)

subscripted by s, p corresponding to s, p-polarization (App. A)

subscripted by pol, lon, tra referring to polar, longitudinal, transverse
MOKE (Table 2.1)

subscripted by Π light polarization. Either Π = {1, 2} for a gen-
eral polarization or Π = {s, p} for s or p polar-
ization (Sec. 3.1.1).

subscripted by d = ± direction of light propagation (Sec. 3.1.1)

subscripted by Σ summation over a given index [Eq. (3.5)]

subscripted by q, k belonging to the q, k-space

subscripted by “spd”, “iface”, “ml” SHG radiation originating from a “single point
dipole”, the “entire interface” and the “entire
multilayer structure” (Secs. 7.3 and 7.4)
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superscripted by (ω), (2ω) at fundamental (ω) or SHG (2ω) light frequency

superscripted by (i) corresponding to the (i)th FM layer (Fig. 3.3)

superscripted by (tot) summation over all FM layers or interfaces

superscripted by (fm), (nf) related with FM, non-FM layers

superscripted by 〈i, j〉 between the i-th and j-th FM layer (see footnote
in Sec. 5.4)

superscripted by (pln), (vic), (vp) belonging to planar, vicinal, or “vicinal ex-
pressed as planar”interface (Sec. 6.4)

superscripted by (m), (nm) magnetic, non-magnetic part (Sec. 8.1.2)

superscripted by apostrophe (’) effective value

superscript by dagger symbol † complex conjugate

superscripted by T vector transposition

symbol meaning definition or
location

a Co easy axis in the Co/NiO/NiFe system only in Sec. 8.9

A constant term in Φ = A+Bt(fm) + C(t(fm))2 Eqs. (4.1)(4.8)

A A = iN
(nf)
z /N (nf) Eq. (6.7), Table 6.2

A
(ω)
ν , A

(2ω)
ν vector of modal amplitudes Eq. (3.13)

A analyzer described in the Jones formalism Eqs. (2.21)

b Co hard axis in the Co/NiO/NiFe system, a ⊥ b only in Sec. 8.9

B linear coefficient in Φ = A+Bt(fm) + C(t(fm))2 Eqs. (4.1)(4.8)

B B = iNyN
(nf)/ε

(fm)
0 Eq. (6.7), Table 6.2

B magnetic field vector in the r-space analogously
to Eq. (3.4)

B magnetic field vector in the q-space analogously
to Eq. (3.4)

c light velocity in vacuum —

C quadratic coefficient in Φ = A + Bt(fm) +
C(t(fm))2

Eqs. (4.1)
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C response of the Babinet-Soleil compensator in
the Jones formalism

App. B

d direction of the light propagation, it can be ei-
ther d = + or d = −

Sec. 3.1.1

d(nf) overlayer thickness Fig. 3.3

d(nf,i) ≡ d(i) distance from the top of the multilayer (i.e. from
the first interface) to the center of the i-th FM
layer

Fig. 3.3

∆d〈i,j〉 ∆d〈i,j〉 = d(i)−d(j), distance between the centers
of the i-th and j-th FM layers

Sec. 5.4.1

D = [Dx, Dy, Dz] electric induction vector in the r-space analogously
to Eqs. (3.2)(3.4)

D = [Dx,Dy,Dz] electric induction vector in the q-space analogously
to Eq. (3.4)

D
(ω)
ν , D

(2ω)
ν dynamic matrix Eqs. (3.12)(3.14)

e electron charge only in Eq. (2.19)

êν,s,±, êp,± modal vector polarizations Eq. (2.4), Eq. (3.8)

E photon energy —

Ei, Ef initial and final energies Eq. (2.19)

E = [Ex, Ey, Ez] electric field vector in the r-space Eq. (3.4)

∆Eµs,±, ∆Eµp,± jump of the modal intensities in the presence of
a radiating point dipole

Eq. (7.3)

E integral off-diagonal permittivity (only in Chap-
ter 4)

Eq. (4.2), Sec. 4.3

EA integral off-diagonal permittivity excess (only in
Chapter 4)

Sec. 4.3, Eq. (4.5)

E = [Ex, Ey, Ez] modal vector amplitudes; it is identical to the
electric field vector in the q-space

Eq. (3.4)

f modulation frequency of the photoelastic mod-
ulator or of the Faraday rotator

Sec. 2.4.1, Sec. 2.4.3

f arbitrary 1D function App. A, Sec. D.3
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f(Ei) Fermi-Dirac function at energy Ei Eq. (2.19)

|f〉 final state Eq. (2.19)

F Fourier transform of the function f App. A

g factor ±1 in the relation between the measured
Kerr signal and the Kerr rotation

Eq. (2.33)

g(w) auxiliary 1D function only in Sec. 7.5, part
(i)–(iii)

g(i) distribution of Co layer thickness only in Sec. 4.6.1

H = [Hx,Hy,Hz] magnetic induction vector in the r-space analogously
to Eqs. (3.2)(3.4)

H = [Hx,Hy,Hz] magnetic induction vector in the q-space analogously
to Eqs. (3.2)(3.4)

Hc coercive field —

HSO, Hex spin-orbit and exchange Hamiltonians Sec. 2.3.1

i imaginary unit —

〈i| initial state Eq. (2.19)

I(ω), I(2ω) light intensity Sec. 7.5

= imaginary part of the following expression —

j(ω), j(2ω) density of the electrical current Secs. D.1, D.2

J0, J1, J2 Bessel functions of order 0, 1, 2 Eq.(2.23), Fig. 2.8

J = [Es, Ep]T Jones vector Eq. (2.9)

Jk electric current density in the k-space only in App. E

ku0 ku0 = ω/c, coefficient equalizing units Eqs. (3.2)(3.4)(A.2)

k k =
√
k · k, Pythagorean length of the wavevec-

tor
—

k imaginary part of the refractivity index N only in App. A

k = [kx, ky, kz] wavevector of light Sec. 3.1

Kµ 2× 2 rotation matrix by an angle µ only in Eq. (6.8)

K
(2ω)
M+1 matrix relating the outcoming SHG field from

the 1-st interface to the A
(2ω)
ν,spd

Eq. (7.11)



E.2. POINT DIPOLE RADIATION IN k-SPACE 185

l, ∆l orbital number, and its difference only in Sec. 2.3

L number of the different experimental conditions
(i.e. length of the vector s)

only in Sec. 5.5

L̂ orbital momentum operator only in Sec. 2.3.1

L
(ω)
ν (L

(2ω)
ν ) matrix relating A

(ω)
0 (A

(2ω)
0 ) to Aν (A

(2ω)
ν ) Eqs. (3.16)(3.17)

m, ∆m quantum magnetic number, and its difference Sec. 2.3, Fig. 2.6

me electron mass only in Eq. (2.19)

m ≡ [mx,my,mz] vector of normalized magnetization Sec. 2.2.1

M sample magnetization —

M modulator response in the Jones formalism Eq. (2.20), App. B

n real part of the refractive index N only in App. A

N number of the FM layers (i.e. length of the vec-
tor Υ)

only in Sec. 5.5

N complex refractive index; it corresponds to the
Pythagorean length of the reduced wavevec-
tor N

Sec. 3.2.1

N (0) refractive index of the superstrate, i.e. of the
medium, from which the light is coming from

Fig. 3.3

∆N = (N+−N−)/2 circular briefringence only in Eq. (3.1)

N = [Nx, Ny, Nz] reduced wavevector Sec. 3.2.1

p̂+, p̂− linear momentum operators Sec. 2.3.2

p p = Q/Q(ϕ=0), quantity describing variation of
Q with ϕ (only in Chapter 5)

Eq. (5.9)

P polarization Sec. 7.2

P
(ω)
ν propagation matrix Eqs. (3.12)(3.15)

q depth sensitivity function Sec. 5.4

q〈i,j〉 depth sensitivity function between the i-th and
the j-th FM layer, i.e. ratio of Kerr effects orig-
inating from the i-th and the j-th FM layer

Sec. 5.4, Eq. (5.2)
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q = [kx, ky] position of the light mode in the kxky-plane Sec. 3.1

Q term describing the influence of the overlayer or
the spacer on the Kerr effect Φ

Eq. (3.41)

Q charge only in Sec. D.2

r far-field distance between µ
(2ω)
ν and the detector Sec. 7.5

rss, rpp diagonal reflection coefficients Eq. (2.10), Table 2.1,
App. B

rsp, rps off-diagonal reflection coefficients Eq. (2.10), Table 2.1,
App. B

r position vector —

rν position in the ν-th interface. i.e. z = zν —

R reflection matrix of the sample in the Jones for-
malism

Eq. (2.10), Table 2.1,
Eq. (2.10)

Rα 3× 3 rotation matrix by an angle α only in Sec. 6.1.2

< real part of the following expression —

s Kerr signal (i.e. what measures the MOKE
setup)

Eq. (2.18)

s(i) Kerr signal originating from the i-th FM layer Chapter 5

s vector of Kerr signals measured at different ex-
perimental conditions

only in Sec. 5.8.1

S, ∆S measured signal in optical reflectivity measure-
ments

only in Sec. 6.3

Ŝ spin momentum operator only in Sec. 2.3

S Poynting vector only in Eq. (7.30)

t time —

tss, tsp, tps, tpp elements of the transmission matrix Sec. 3.2.4

tν thickness of the ν-th layer Sec. 3.2,

t(fm) thickness of the FM layer Sec. 3.3

t(i) thickness of the i-th FM layer Sec. 3.3, Fig. 3.3

t(in) interlayer thickness Sec. 4.3(vi), Fig. 4.2
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ts memory depth of the vicinal interface Sec. 6.1.2

T transmission matrix Sec. 3.2.4

U
(ω)
ν matrix relating E

(ω)
ν to A

(ω)
ν Eq. (3.35)

Vs, Vp term describing variation of the Kerr effect Φ on
the incidence angle ϕ

Eq. (3.44)

V(2ω) matrix expressing all terms of the product

µ(2ω) · ê(2ω)
vac,s/p,±

Eq. (7.14)

w superscript denoting different experimental con-
ditions

only in Sec. 5.5

w, w0 auxiliary variable only in Sec. 7.5, part
(i)–(iii)

W matrix relating the Kerr signals vector s to the
magnetization vector Υ

Eq. (5.20)

x volume ratio of Co only in Sec. 4.6.1

x̂, ŷ, ẑ unitary vectors in the x, y, z directions App. A

(x̂, ŷ, ẑ) Cartesian referential related to the light Sec. 6.1.1, Fig. 6.1,
App. A

(X̂, Ŷ , Ẑ) sample Cartesian referential related to the sam-
ple

Sec. 6.1.1, Fig. 6.1

X
(ω)
xs,ν , X

(ω)
yp,ν , X

(ω)
zp,ν generalized incoming Fresnel coefficients, i.e.

components of the X
(ω)
ν matrix

Eq. (8.6)

X
(ω)
ν 3× 2 generalized incoming Fresnel matrix relat-

ing E
(ω)
ν to J

(ω)
0,+

Eq. (3.33)

Y
(2ω)
ν 4 × 3 generalized outcoming Fresnel matrix re-

lating µ
(2ω)
ν and A

(2ω)
ν,spd

Eq. (7.12)

Zsx,ν,d, Zpy,ν,d, Zpz,ν,d generalized Fresnel outcoming elements, i.e. ele-

ments of Z
(2ω)
ν.d

Eq. (8.8)

Z
(2ω)
ν,d 2 × 3 generalized Fresnel outcoming matrix re-

lating µ
(2ω)
ν and J

(2ω)
d

Eq. (8.8)

α rotation angle of the sample around z Sec. 6.1.1, Fig. 6.1

α orientation of the optical elements only in App. B
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β first angle determining the magnetization direc-
tion

Sec. 6.1.1, Fig. 6.1

γ second angle determining the magnetization di-
rection

Sec. 6.1.1, Fig. 6.1

γ0 magnetization tilt from the in-plane magnetiza-
tion

Sec. 6.2.2

δ phase retardation given by the Babinet-Soleil
compensator

App. B, Sec. 2.4.2

δ(), δij Dirac δ-function, Kronecker-δ —

ε, εs or εp Kerr ellipticity or s, p Kerr ellipticity definition by Eq. (2.13)

ε(i) Kerr ellipticity originating from the i-th FM
layer

Chapter 5

εa ellipticity of the light beam Sec. 2.1.4

ε infinitesimally small number, ε→ 0 Secs. 3.2.5 and 7.3

εij permittivity tensor elements —

εxy, εxz, εyx,
εyz, εzx, εzy

off-diagonal permittivity elements of the FM
layer

Eq. (3.38)

εxx, εyy, εzz diagonal permittivity elements of the FM layer Eq. (6.1), Table 6.1

εs off-diagonal structural permittivity tensor ele-
ment

Eq. (6.1), Table 6.1

εm off-diagonal magnetic permittivity tensor ele-

ment, εm = −iε(fm)
1

Eq. (6.1), Table 6.1

ε0 absolute vacuum impedance —

ε
(ω)
0 , ε

(2ω)
0 diagonal part of the permittivity tensor Eqs. (3.38)(3.45)

ε
(fm)
1 magnetic off-diagonal permittivity tensor ele-

ment
Eq. (3.45)

εt variation of the diagonal permittivity with the
vicinality

Eq. (6.15)

ε permittivity tensor —

εstr, εmag structural, magnetic part of the permittivity
tensor

Sec. 6.1.2
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ζ (i) modulation angle of the photoelastic modu-
lator
(ii) rotation angle for the light azimuth

ad (i) Sec.(2.4.1)

ad (ii) Sec. (2.4.3)

ζ0 maximum modulation angle of the photoelastic
modulator

Sec. 2.4.1

ζ1 maximum modulation angle of the first Faraday
rotator

Sec. 2.4.3

ζ2 compensation angle of the second Faraday rota-
tor

Sec. 2.4.3

ζa misorientation of the analyzer with respect to
the s direction

Sec. 8.4.2

η0 η0 = µ0/ε0 vacuum impedance —

θa azimuth of the light beam polarization Sec. 2.1.4

θ or θs, θp Kerr rotation or s, p Kerr rotation definition in Eq. (2.13)

θ(i) Kerr rotation originating from the i-th FM layer Chapter 5

θr, θk one of two angles giving orientation of the vector
r, k, respectively

only in Sec. 7.5

θj one of the angles giving orientation of the detec-
tor

only in Sec. 7.5

ϑ(z) Heaviside function, for z < 0, ϑ = 0, for z > 0,
ϑ = 1

App. C

λ(ω), λ(2ω) light wavelength in vacuum —

µ0 absolute vacuum permeability —

µ = [µx, µy, µz] point dipole moment Sec. 7.2

µ angle of rotation of the optical elements only in Sec. 6.3

ν layer or interface number Fig. 3.2

ξa phase shift between s, p electric waves Sec. 2.1.4

ξ or ξs, ξp Kerr phase definition by Eq. (2.13)

ξ(i) Kerr phase originating from the i-th FM layer Chapter 5

∆ξ〈i,j〉 ∆ξ〈i,j〉 = ξ(i) − ξ(j), difference of Kerr phases
between the i-th and the j-th FM layer

Eq. (5.2)
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Π light polarization being either {1, 2} or {s, p} Sec. 3.1.1

ρ SHG magnetic contrast Sec. 8.4.1

ρss, ρpp variation of the rss, rpp with t(fm). Their su-
perscript [(0), (0, t(fm)), (1) and (2)] denotes the
order of dependence on the off-diagonal permit-
tivity elements of the FM layer

Table 3.1

ρν ρν = [xν , yν ], position vector in the ν-th inter-
face

Eq. 3.4, Sec.7.4

σij conductivity tensor elements Sec. 2.3.2

σ(fm) mean square deviation Sec. 4.6.1

Σ in superscript: denotes the summation over
a given index

definition by Eq. (3.5)

ς auxiliary variable only in Eqs. (E.5)(E.6)

τ auxiliary variable only in Eqs. (E.5)(E.6)

τ depth inside the structure only in Sec. 4.3

Υ vector of FM layer magnetizations, each vector
element contains magnetization of one FM layer

Sec. 5.8.1

φ φ = −k · r, phase factor Eqs. (7.26)(7.29)

Φ, Φs or Φp (complex) MOKE or s, p-MOKE definition: Eq. (2.13),
analytical expressions:
Eq. (3.42)

Φ
(i)
pol, Φ

(i)
lon polar, longitudinal component of MOKE origi-

nating from the i-th FM layer
Eq. (3.46), Eq. (3.47)

Φ(i) MOKE originating from the i-th FM layer Sec. 3.3.3, Chapter 5

Φ̃tra transverse MOKE Eq. (2.15), Sec. 5.4.4

ΦF,s complex Faraday effect Sec. 3.2.4

ϕ incidence angle of the light —

ϕr radiation angle of the light Sec. 8.6.2, Fig. 8.4

ϕT total reflection angle of the glass/air interface Sec. 8.6.2, Fig. 8.4

ϕr, ϕk one of the two angles giving the orientation of
the vectors r, k, respectively

only in Sec. 7.5
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ϕj one of the angles giving the orientation of the
detector

only in Sec. 7.5

χ 3-rd rank susceptibility tensor Secs. 7.2, 8.1.2

χ influence of the substrate to MOKE Eq. (3.43)

χ̃s/p shortcut for χs/p = −χVs/pQN (nf)
z /N (nf) Eq. (4.2)

ψ miscut angle Fig. 6.11, only in
Chapter 6

ψ projection angle Eq. (2.18)

ω, 2ω light frequency —

Ωa tan Ωa is the ratio of maximal values of the s, p
electric intensities

Sec. 2.1.4

Ω or Ωs, Ωp Kerr amplitude or s, p Kerr amplitude definition by Eq. (2.13)

Ω(i) Kerr amplitude originating from the i-th FM
layer

Chapter 5

Ωc unit cell volume only in Eq. (2.19)

⊗ tensorial multiplication Eq. (8.1)
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[7] J. Ferré, in Linear and non-linear magneto-optical effects: magnetism of thin film structures,
in: Magnetism and Synchrotron Radiation, edited by E. Beaurepaire, F. Scheurer, G. Krill,
and J.-P. Kappler (Springer, Heidelberg, 2001), p. 316.
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[33] J. Ferré and G. Gehring, Linear optical birefringence of magnetic crystals, Rep. Prog. Phys.
47, 513 (1984).

[34] J. Badoz, M. Silverman, and J. Canit, Wave propagation through a medium with static and
dynamic birefringence: theory of the photoelastic modulator, J. Opt. Soc. Am. A 7, 672
(1989).

[35] K. Rektorys, The overview of used mathematics (6-th edition) (Prometheus, Praha, 1995).
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Université Paris-Sud, Orsay, 1999.

[55] Z. Qiu, J. Pearson, and S. Bader, Additivity of magneto-optical Kerr signal in ultrathin
Fe(110)/Ag(111) superlattices, Phys. Rev. B 45, 7211 (1992).
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[83] V. Grolier, J. Ferré, A. Maziewski, E. Stefanowicz, and D. Renard, Magneto-optical anisom-
etry of ultrathin cobalt films, J. Appl. Phys. 73, 5939 (1993).

[84] P. B. Johnson and R. W. Christy, Optical constants of transitions metals, Phys. Rev. B 9,
5056 (1974).
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Magneto-optical effects in a stack of magnetic multilayer-dielectric films, J. Magn. Magn.
Mater. 156, 175 (1996).
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[143] V. Pavlov, J. Ferré, P. Meyer, G. Tessier, P. Georges, A. Brun, P. Beauvillain, and V. Mathet,
Linear and non-linear magneto-optical studies of Pt/Co/Pt thin films, J. Phys.: Condens.
Matter 13, 9867 (2001).
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